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Abstract. Non-stationary heat flow was analysed in a heat storage system
comprising a flat multilayer structure with different parameters and thick-
ness. Concrete was the heat storage material, and water was the transfer
medium responsible for supplying and evacuating heat from the storage
medium. It was assumed that the modelled heat storage system may be pow-
ered by a solar thermal collector. Data were collected over a period of 24
hours, and they were analysed separately for the heat accumulation phase
and the heat recovery phase. Calculations were performed in a program de-
veloped by the author based on the Finite Volume Method (FVM). The main
aim is to illustrate the basic features of the developed numerical code and to
find effective methods for evaluating the applicability of the modelled struc-
tures for heat storage. Except that, in the paper the possibilities are discussed
for the use of the source component of the diffusion equation to describe
various phenomena of physical, chemical and biological nature. The present
article was motivated by the observation that FVM is currently not applied
in the process of designing heat storage systems.
Keywords: heat transfer, heat storage, multilayer wall, numerical modelling,
Finite Volume Method.
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1. Introduction

Thermal energy storage, in particular long-term storage, is one of the great-
est challenges in contemporary power systems supplied with renewable energy.
According to research, various forms of energy can be derived from renewable re-
sources; however, the energy supply/demand balance is difficult to maintain. For
example, during the daytime, energy can be relatively easily generated with the use
of solar panels, but the demand for energy for heating buildings and water is much
higher at night. For this reason, research is required to develop effective solutions
for long-term heat storage.

There are two major approaches to heat storage in the literature [26, 32, 35].
In the first approach, the heat storage system constitutes a separate device [3, 9,
23], whereas in the second approach, it is a part of an existing structure, usually
a building [19, 9, 25]. Bricks [25], concrete [10, 21, 33, 36] and phase-change
materials [3, 9, 29] act as heat storage materials. Heat storage materials and their
parameters have been investigated in the literature [24]. These materials are used
to build blocks [2, 10, 36] and walls, including flat multilayer structures [19, 26].
Heat is transferred from and to the heat storage system by a transfer medium such
as water [36] or another fluid. In most systems, heat is generated by solar thermal
panels [10, 23, 29].

Heat storage systems are analysed with the use of experimental, analytical and
numerical methods. Numerical analyses generally rely on the Finite Difference
Method [16, 31, 33]. The Finite Volume Method (FVM) is rarely applied in di-
rect analyses of heat storage systems. It has been used to investigate heat flow
through homogeneous materials in 1D and 2D space [4, 15, 20]. It was unable
to find any published studies where FVM was used to analyse non-stationary heat
flow through flat multilayer structures with different parameters and thickness. The
hereby investigations was developed to fill this knowledge gap. The previous pa-
per [28] focuses on the discretisation of the heat diffusion equation in 1D space for
multilayer structures with different parameters and thickness. Boundary and initial
conditions for numerical solutions, the so-called spanning functions for generat-
ing a numerical grid and isseues related to the time discretization were discussed.
This paper is dedicated to the storage and recovery of heat from a heat storage sys-
tem where water is the heat transfer medium. The article proposes an approach for
using FVM to analyse heat flow through flat multilayer structures with different
parameters and thickness. It should be emphasised, that the heat storage system
described in the article should be treated rather as an illustration to the developed
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Figure 1: Modelled heat storage system

numerical code. However, the described computational system may be helpful in
investigations having similar character.

2. Materials and Methods

2.1. Materials

The investigation was performed on a model wall presented in Fig. 1. Heat
is stored in a block of concrete (4) separated by cavities (6) through which heat
is supplied or recovered by water. Concrete is separated from water by a stain-
less steel plate (5). The wall is insulated with a layer of mineral wool (3) and
aluminium plate (1). There are small air pockets between mineral wool and the
adjacent layers (2). The wall is symmetrical, therefore, only one-half (left) of the
wall was modelled by imposing the Neumann boundary condition on the axis of
symmetry. The parameters of each layer were determined based on the data given
by [24]. The penetration coefficient on the external surface was set at 10 W/(m2 ·K)
[14, 30]. The parameters of each layer are presented in Tab. 1. The distribution of
the diffusion coefficient D = D(λ, cp, ρ) (details in [28]) is presented in Fig. 2. It
should be noted that the modelled wall was built for presentation purposes only,
and the parameters of each layer differ considerably. This approach was adopted to
verify whether the previously described algorithm [28] was implemented correctly
and whether analytical procedures were smoothly executed. The author initially
considered the option of relying on a configuration of multilayer walls described
in the literature [13, 14, 17, 22, 30], but they were unable to find a complete and
matching set of data. The undertaken experiment attempts to fill in this knowledge
gap.
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Table 1: Parameters in the modelled wall layers

No Material l λ cp ρ

[m] [W/(m · K)] [J/(kg · K)] [kg/m3]

1 aluminium 0.002 220 896 2740 [K]
2 air 0.001 0.025 1.005 1.2
3 glass wool 0.35 0.045 840 80
4 air 0.001 0.025 1.005 1.2
5 concrete 0.5 2.75 950 2300
6 stainless steel 0.001 15 500 7900
7 water 0.05 0.6 4.18 998
8 stainless steel 0.001 15 500 7900
9 concrete 0.25 2.75 950 2300
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Figure 2: Diffusion coefficient in wall layers
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2.2. Methods

The theoretical knowledge presented in the previous article [28] was used to
develop a computer program for modelling non-stationary heat flow through flat
multilayer walls with different parameters and thickness, and to analyse changes
in the quantity of heat accumulated in different wall layers. The main computa-
tional module was developed in Fortran 90/95 with the use of the open-source
GNU Fortran compiler [6]. The module was developed in the Gnuplot graphical
environment [7] and the ParaView application for interactive visualisation [18].
The selected tools are compatible with different operating systems, in particular
Windows and UNIX/Linux. A simplified algorithm of the computational module
is presented in Fig. 3.

Basic information about the task (the variables were described in [28]), in-
cluding the name and number of grid nodes (nn), number of wall layers (nl) and
number of cells in each layer, was read into the program. The number of wall lay-
ers was defined, their material parameters (λi, cp,i, ρi) were read, tables containing
grid parameters and result tables Dn and Dc were created. The parameters were
saved for nodes (index n) and cell centres (index c). This stage of programming
requires information about the coordinates of all nodes (xn) and cell centres (xc).
Data were read from a previously prepared file (the grid generator is a separate
program). Node coordinates were also used to determine distances between neigh-
bouring nodes (∆xn) and the centres of neighbouring cells (∆xc) in table format.
Files containing the coordinates of nodes and cell centres and the corresponding
values of material parameters were also created in the program. These data were
used for visualisation in Gnuplot and ParaView with the use of automatically gen-
erated scripts.

Variables associated with boundary conditions, the calculation process and vi-
sualisation details are defined before the main calculation loop is executed, includ-
ing the condition for ending calculations (after a given number of iterations, after
a given time or when the convergence criterion has been met), type of boundary
conditions (fixed or based on constant heat flux; constant or time-dependent), type
of initial conditions (one constant value or table of values for different points in
the grid), averaging method (harmonic or arithmetic), data save interval and other.
The time step is defined, and table C is created.

The following operations are performed inside the main calculation loop:
1) table A is created (with harmonic or arithmetic means); 2) boundary condi-

tions are imposed (fixed or based on constant heat flux; constant or time-dependent);
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Figure 3: Simplified algorithm of the calculation module
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3) table B is created; 4) the values from all tables are saved to file (optionally); 5)
a PLT script for the current iteration is developed for visualisation [7]; 6) new
temperature values are calculated for the second to the second last cell; 7) a com-
prehensive temperature table (with values along the boundaries) is created for vi-
sualisation; 8) the comprehensive temperature table is saved to file; 9) a PLT script
for the diagram in PNG format is executed; 10) temperature values at selected
points on the wall are saved (optionally); 11) accumulated heat is calculated; 12)
a VTK file [37] containing information about the grid and variable values in every
cell is prepared.

The system of linear equations was solved with selected direct methods (Gaus-
sian elimination and two implementations of the Gauss-Jordan elimination method)
and selected iteration methods (Jacobi method, Gauss-Seidel method, successive
over-relaxation method).

The calculation program had been verified several times before the experiment
by comparing simulation results with an analytical solution based on thermal re-
sistance theory [27]. Various wall designs were used at that stage.

3. Results and Discussion

3.1. Numerical Model

The calculation grid of the proposed numerical model is presented in Fig. 4.
The grid was developed with the use of spanning functions described in [28]. It is
composed of 360 nodes, with the following number of nodes in each layer: 12, 12,
80, 40, 120, 12, 30, 12, 60. The total number of grid nodes is smaller by nl − 1
(where nl is the number of layers) than the total number of nodes in each layer
because adjacent layers share one node. The remaining configuration parameters
are presented in Tab. 2.

In the analysed wall, heat was supplied to and evacuated from the heat storage
via the water-filled space in layer 7. This stage of the modelling process was con-
ducted on the assumption that all cells in layer 7 had identical temperature at the
same time and that the temperature inside cells changed over time according to any
function (Fig. 5). The initial operation of the heat storage, i.e. from the moment
temperature was equalised throughout the wall (including in water-filled space),
was described in the model. The heat generated by the solar collector gradually
(over 30 minutes) increased water temperature to around 57 [◦C] (based on the
values given by [1, 5, 12, 34]). Heat was supplied to the wall for several hours
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Figure 4: Visualisation of the modelled numerical grid

(6 hours in the model), after which, it was evacuated from the heat storage via a
different water circuit with a temperature of 8 [◦C]. It was assumed that the temper-
ature of water evacuating heat from the system would not change over time. This
is a certain simplification, but the magnitude of temperature increase is difficult to
predict without experimental data. The modelled distribution of temperature in the
wall during heat supply is presented in Fig. 6. The density of the numerical grid
increases along the boundaries of each wall layer. Changes in the temperature of
the heat distribution medium (layer 7) were described with the use of the following
function:

T7(t) = T0, f or t < 10800[s]
T7(t) = T0 + 0.001(t − 10800)T0, f or t > 10800 and t < 12600[s]
T7(t) = Tmax, f or t > 12600 and t < 34200[s]
T7(t) = Tmax − 0.001(t − 34200)Tmax, f or t > 34200 and t < 35040[s]
T7(t) = Tmin, f or t > 35040[s]

(1)

where t is time [s], and T0, Tmax and Tmin are characteristic process tempera-
tures which reached 15, 56.85 and 8 [◦C], respectively. It should be noted that the
function presented in Fig. 5 is only an example, and it can be defined with any set
of values and time steps.

The temperature profile of the wall at different time steps is presented in Fig.
7. The first diagram corresponds to the period when heat was not exchanged by
the transfer medium (water). The temperature of the wall increased slowly when
heat was supplied to the left side of the wall. The second diagram presents the
temperature profile of the wall immediately before the heat source was activated
in layer 7. The following two diagrams correspond to the beginning and end of the
period marked by an increase in temperature. The Neumann condition imposed on
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Table 2: Parameters in the modelled wall layers

Number of grid nodes/cells 360
Precision double
Boundary condition on the left side mixed
Temperature on the left side 25.0 [◦C]
Heat transfer coefficient on the left side 10 [W/m2 · K]
Boundary condition on the right side Neumann
Determination of initial temperature based on constant value
Initial wall temperature 15 [◦C]
Global diffusion coefficient formula D = λ/(cp · ρ)
Averaging method for diffusion coefficient weighted harmonic mean
Heat calculation method relative to constant value
Reference temper. for calculating heat transfer 0 [◦C]
Side length of wall layer 1.0 [m]
Time-stepping method Crank-Nicolson (implicit)
Time step 0.1 [s]
Maximum computing time 86400 [s] (24 [h])
Method of solving a system of equations Gauss-Jordan
Temperature convergence criterion not used
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Figure 5: Distribution of changes in the temperature of the heat medium over time
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Figure 6: Visualisation of the temperature profile inside the wall during heat supply

the system’s axis of symmetry meets the present criteria. The last two diagrams
correspond to the period when heat was evacuated from the system by water with
lower temperature. In the last diagram, heat was nearly entirely evacuated from the
system. An analysis of the temperature profile indicates that the central part of the
wall (separated by the line of symmetry) could be thinner. In the presented cycle,
the central part of the wall is not heated to the maximum temperature (temperature
of water supplying heat) or cooled to the minimum temperature (temperature of
water evacuating heat) in its entirety. The above indicates that wall thickness and
the parameters of each layer can be optimized in the developed program. How-
ever, experimental data need to be gathered before the practical applicability of the
discussed calculation model can be postulated.

The quantity of heat accumulated in the material (every grid cell) at any time
step can be calculated based on the temperature inside grid cells:

Qt,c
i = micc

p,i(T
t,c
i − T c

i,re f ) (2)

or

Qt,c
i = ρc

i Vicc
p,i(T

t,c
i − T c

i,re f ) = ρc
i S ∆xn

i (T t,c
i − T c

i,re f ), (3)

where: Qc,t
i - heat accumulated in the ith cell [J], mi - mass of the ith cell [kg],
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Figure 7: Visualisation of the temperature along the wall at selected time steps
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cc
p,i - specific heat of the material inside the ith cell [J/(kg · K)], T c,t

i - temperature
of the ith cell [K] in time t [s], T c

i,re f - reference temperature for calculating heat
[K], ρc

i - density of the material in the ith cell [kg/m3], Vi - volume of the ith cell
[m3], S - wall area perpendicular to heat flow [m2], ∆xn

i - thickness of the ith cell
(distance between nodes limiting the ith cell) [m]. Reference temperature T c

i,re f can
be defined as initial wall temperature in any cell or any other common value for all
cells. In the presented model, reference temperature was 0 [◦C].

Total heat accumulated in the ith cell of the grid was calculated with the use
of formula (2). However, cells differ in length, therefore, specific heat, rather than
total heat, should be calculated in reference to cell mass in certain situations, for
example when visualising heat distribution along the wall. The above approach
ensures that the diagram is not distorted by uneven distribution of points on the
x-axis (Fig. 8):

qt,c
i =

micc
p,i(T

t,c
i − T c

i,re f )

mi
= cc

p,i(T
t,c
i − T c

i,re f ). (4)

where: q - specific heat [J/kg].
The direction of changes in heat distribution over time can be defined in every

grid cell based on the plus or minus sign in two neighbouring time steps:

dQ∆t,c
i = Qt+∆t,c

i − Qt,c
i . (5)

A plus sign indicates that heat is accumulated in the cell, whereas a minus sign
indicates that heat is evacuated from the cell (Fig. 9). The reference temperature is
not taken into account in heat calculations.

Local increases in heat accumulation can be summed up for the entire grid to
determine whether heat is being accumulated or evacuated from the system (wall):

dQsum =

M∑
i=1

dQ∆t,c
i . (6)

The corresponding information is presented in Fig. 10. The greatest local dif-
ferences in heat distribution are observed at the beginning of the calculation pro-
cess (several dozen first iterations) in the initial stage of solving the diffusion
equation. These differences result from large temperature gradients in the numer-
ical grid. Similar gradients appear later when the temperature of the heat medium
changes. Two distinct peaks can be observed: a positive peak (heat is supplied by
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Figure 8: Heat accumulated in the wall at different time steps
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Figure 10: Total changes in heat distribution over time (as a function of iteration)

the heat medium) and a negative peak (heat is evacuated by the heat medium).
Peak size is determined by temperature.

The convergence of the performed calculations can be approximated to track
non-stationary heat transfer. Convergence is defined as the total temperature in-
crease in all grid cells, calculated for two neighbouring time steps:

∣∣∣∣∣∣M−1∑
i=2

(T
t+∆t−T t

i
i )

∣∣∣∣∣∣ =

∣∣∣∣∣∣IC

∣∣∣∣∣∣ < δ, (7)

where IC is the convergence coefficient, and δ is the convergence criterion
which, when met, ends the program (this option was not used in our simulation).
As expected, the periods marked by changes in the temperature of the heat medium
were the most non-stationary stages of the process.
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Figure 12: The concept taking into account contact resistance by modification of
the material parameter

3.2. Development possibilities of the numerical code

An interesting issue related to heat flow through multilayer structures is the
problem of thermal resistance present at the interface of individual layers [8, 11,
31]. The literature usually introduces contact models with various degrees of com-
plexity. In this paper, a different approach is proposed (Fig. 12), involving a local
change of material parameters (see table D = D(t, x)). Such a change can be intro-
duced in a different manner for every layer contact surface, and can describe the
existence of both voids (e.g. air pockets) and filling with different material (e.g. ad-
hesive, mortar, plaster, etc.). It is important, in the case of parameter modification
at the layer interface area, that the numerical grid be sufficiently dense. In the case
of one-dimensional flow through a structure with a specified area (e.g. unitary),
the best solution should be to introduce weighted averages. Note that the concept
described in relation to one-dimensional heat flows may lead to considerable sim-
plification.

The source term of the thermal diffusion equation can be used to include a few
more phenomena and processes. Among them are phase transitions which lead to
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the difference between the heat exchanged through the adjacent body area (e.g.
layers). This difference results from the so called latent heat. Fig. 13 indicates an
example of temperature distribution in a three-layer structure, in which the middle
layer can be subject to phase transitions. Assuming that melting occurs in that
layer, less heat will diffuse to the outer layer than in the absence of melting, and
the entire temperature distribution will move downward (T ′ represents temperature
distribution for the melting option). In the case of freezing, the process will be
identical, except that the temperature distribution will move upwards, since the
latent heat is dissipated outside.

Figure 13: Schematic presentation of heat sources behaviour during phase transi-
tion of a single layer

The source component can be used to describe systems in which the material
contains an additional component, e.g. humidity. It can also be subject to phase
transitions affecting the energy balance of the entire structure (Fig. 14). If this is
the case, moisture evaporation from the structure and its freezing can both be con-
sidered. Such phenomena can be significant in external layers exposed to variable
thermodynamic conditions. It is important that the source intensity depends on a
momentary change of moisture content, so it has to be described by the application
of an additional model taking into account the time factor.

Another factor that can be described with the aid of the source sT is heat ex-
change due to advection in the expansion joint layer (Fig. 15). A basic version of
this phenomenon was applied in the paper. A complete model of the system should
include fluid transport in that layer. However, the expansion joint layer can be con-
sidered, with some approximation, as the heat exchange zone, particularly when
the process is of a stationary nature. It may be somehow difficult to determine the
intensity of the source, in particular if the flow in that layer is turbulent. Accurate
calibration of the source may require proper experiments to be carried out.
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Figure 14: Schematic presentation of heat sources behaviour during phase transi-
tion due to the evaporation of moisture contained in the material

Figure 15: Schematic presentation of heat source behaviour due to advection in the
expansion joint layer

One more factor that can be considered through an appropriate description of
the source component is biochemical activity. It may cause widespread or local
temperature differences affecting the energy balance of the structure. Fig. 16 pro-
vides a schematic presentation of activity causing local heat release in a given
structure layer, resulting in lifting the temperature distribution curve.

The source component can also be used to describe the radiation phenomenon
(Fig. 17). If this is the case, temperature change in material depends on whether the
outer surface of the structure releases or absorbs heat. It is worth adding that the
radiation effect can also be considered by the proper modification of the boundary
conditions.

Considering the above deliberations, it can be stated that, in a general case, the
source component of the thermal diffusion equation should take the form:

sT = slatent heat
T + smoisture

T + scontact
T + sadvection

T + sbiochemica
T + sradiation

T + .... (8)
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Figure 16: Schematic presentation of the action of biochemical heat sources

Figure 17: Schematic presentation of the behaviour of radiation heat source

Determination of the factors to be left out and models to be adopted for the
remaining components depends on the specific case.

4. Summary

The results of this study support the formulation of the following conclusions:
1. Individual components of the computational algorithm, including numeri-

cal solutions for the heat diffusion equation, weighted (harmonic or arithmetic)
averaging of material parameters and the spanning function theory, have been pre-
viously described separatelly in the literature. However, in this study, the above
components were combined to develop a useful tool for analysing changes in heat
distribution in multilayer walls.

2. This study proposes the use of the finite volume method for solving heat
diffusion equations. Such approach makes a direct reference to the laws of physics
and creates new possibilities for analysing heat transfer.

3. In the developed program, the tools for tracking changes in heat distribution
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in sublayers forming a flat wall are proposed. At the present stage of research,
these tools are sufficient for comparing the extent and rate of changes in energy
accumulated in various configurations of multilayer walls.

4. The developed computational module is highly flexible and open to modi-
fication. Most importantly, all variables in the program can be functions of space
and time, and they can be freely correlated.

5. It is possible to consider a number of additional physical, chemical and bio-
logical factors by the proper use of the source component and diffusion equation.

6. The developed program runs much faster in UNIX/Linux operating systems
than in the Windows environment. The program was originally written in the Unix
environment, and the transfer to the Windows environment compromised its op-
erating speed. The above underlines the importance of universal numerical codes
that can be applied in different operating systems.

7. The main advantage of the proposed approach is that it supports full control
over all computational processes.
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