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Abstract. The finite-difference time-domain (FDTD) is a numerical analy-
sis technique used for solving computational electrodynamic problems. The
nature of the FDTD method is that simulation of big and complicated elec-
tromagnetic field problems requires a vast amount of computer operational
memory and runtime. Parallel-processing techniques have been broadly ap-
plied to FDTD to accelerate the simulations.

The parallelism of the FDTD algorithm is based on a fact that the computa-
tional domain can be divided into parts (sub-domains), and each processor
in a parallel system deals with one or several sub-domains. The FDTD algo-
rithm belongs to data parallelism model and can be effectively implemented
on shared memory system architecture.

The parallel FDTD method was implemented using TPL library. The Task
Parallel Library (TPL) is a library for .NET that makes easy to parallelize
the program using the advantages of .NET Framework. The speedup metrics
of parallel FDTD algorithm were calculated and compared with Amdahl’s
estimated speedup.

Keywords: FDTD, Yee cell, data parallel model, shared memory system,
task, speedup, Amdahl’s law.
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1. Introduction

The Finite Difference Time Domain (FDTD) method, introduced by Yee, in
1966 [1], is one of the most popular three-dimensional methods in computational
electromagnetics. The applications of FDTD in electrodynamics include antenna
and radar design, electronic and photonic circuit design, microwave tomography,
cellular and wireless network simulation, mobile phone safety studies, and many
more [2].

The FDTD technique is a direct implementation of Maxwell’s time-dependent
curl equations to solve the temporal variation of electromagnetic waves within a
finite space that contains an object of arbitrary geometry and composition. In prac-
tice, the space is discretized by a grid mesh, and the existence of the scattering
particle is defined by properly assigning the electromagnetic constants including
permittivity, permeability, and conductivity over the grid points. The Maxwell curl
equations are subsequently discretized by using finite-difference approximations
in both time and space.

The main advantages of this method lie in several aspects. Firstly, the whole
frequency band can be obtained by only one calculation in time-domain. Secondly,
simplicity of explicit numerical scheme of FDTD. FDTD method can easily model
complex objects. Finally, the necessary operational memory is relatively smaller
than used in other low frequency numerical techniques.

Since FDTD requires the entire computational domain to be discretized by
a grid mesh, the grid discretization must be granular enough to resolve both the
smallest electromagnetic wavelength and the smallest geometrical feature in the
model. As a result, FDTD simulations require significant computational resources
both in terms of memory and time execution. Parallel-processing techniques [3]
have been broadly applied to FDTD to accelerate the simulations.

FDTD method is easy to implement because the Yee scheme is explicit. At
each time-step updating a Yee cell (see figure 1), requires values of the field com-
ponents of a given cell and its neighboring cells in the previous time step. In a more
general settings, where higher order discretization or nonlinear wave equations are
involved, calculation may require field values from several previous time steps.
Regardless of the complexity of the wave equations, FDTD ensures that each cell
update is independent of its neighbors in the current time-step. This makes FDTD
computations be well suited to parallelization [4].

The parallelism of the FDTD algorithm is based on a decomposition of the
grid mesh into contiguous nonoverlapping subdomains. The computational space
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Figure 1: Yee cell with electric and magnetic field vector components distribution
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Figure 2: 1D domain decomposition example in X direction using 4 processors

can be divided into parts along the three directions, and each processor in a paral-
lel system deals with one or several subdomains. The configuration that divides all
computational mesh in X direction is shown in figure 2.
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2. Parallel computing paradigm

The parallelism model is a strategy for distributing the data among processors
and applying operations to reduce interactions. There are two strategies for parti-
tioning work among processors: data parallelism and task parallelism [5].

In data parallel model, program performs the same operation to different items
of the data set at the same time. The data set is typically organized as an multi-
dimensional array. The primary characteristic of data-parallel model problems is
that the intensity of data parallelism increases with the size of the problem, which
makes possible to use more processors to solve larger problems.

Task parallelism is achieved when each processor executes a different opera-
tion on the same or different data. The processors may execute the same or different
code. In the general case, different execution processors communicate with one an-
other as they work. Communications usually take place by passing data from one
processor to the next as part of a workflow.

From the description of FDTD algorithm, we deal with gridded computational
domain, that is represented as multi-dimensional arrays of data. At every time step
we need to update fields based on the formula, so the most suitable parallel model
for FDTD is data parallel model.

Parallel computing [6] also depends on how the processors are connected to the
memory. The way of such connection can be classified into shared or distributed
memory systems.

In shared memory system, a single address space exists, within it every mem-
ory location is given a unique address and the data stored in memory are accessible
to all processing cores. Therefore, in order to enforce consistency, it is necessary
to use synchronization.

In distributed memory system, each processor has its own memory and can
only access its local memory. The processors are connected with other proces-
sors via high-speed communication links. The processors communicate with oth-
ers through passing messages using MPI (Message Passing Interface) standard [3].

The memory access efficiency is one of the key components contributing to the
performance of the FDTD method on high performance computing platforms [7].
The data required by the FDTD process is supplied either from memory directly
or from the communication with other FDTD threads.

FDTD algorithm require a small amount of shared memory access when im-
plemented in parallel [8]. On a multi-core processor system, this communication
can be done very quickly, since each core has direct access to the same memory.
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3. Parallel constructs in NET

The .NET Framework has several libraries to support parallel programming.
The first versions .NET Framework provide the Threading library which contains
low-level synchronization constructs for building concurrent programs. Thread is
the main class for implementing concurrent computations, and ThreadPool allows
to reuse threads in efficient way.

In the .NET Framework 4.0 the new introduced Task Parallel library (TPL) is
based on the high-level concept of a task. Task represents a single operation that
usually executes asynchronously. Using tasks instead of threads has many benefits
[9] - not only tasks are more efficient, they also abstract away from the underlying
hardware and the OS specific thread scheduler.

The TPL has a static Parallel class that supports parallel loops with For and
ForEach methods, and structured fork-join tasks with Invoke method [10]. The
most basic parallel loop requires invoking Parallel.For with three arguments.The
first two arguments specify the start inclusive and end exclusive index of iteration
domain, and the third argument is a C# lambda function called for each index in
the domain.

Parallel.For(from,to,index => ProcessT ask(index)); )

.NET 4.0 also provides the Parallel Language-Integrated Query (PLINQ) li-
brary, which supports parallel execution of LINQ to Objects expressions. PLINQ
queries operate on IEnumerable objects by calling AsParallel(). After the AsPar-
allel, the data is partitioned to worker threads, and each worker thread executes in
parallel the following Where, Select, and ForAll expressions.

In comparison with other parallel libraries, TPL has many advantages: (1) par-
allel code is easy to debug, (2) library has many synchronization primitives to
support concurrency, (3) parallel library and .NET code itself supports handling
exceptions, (4) parallel settings are easy to adjust (e.g. to set maximum number of
parallel threads), (5) possibility to break parallel execution and proceed with next
task, (6) effective usage of low-level threads.

The disadvantages of library are: (1) need to rewrite program to apply parallel
execution, (2) program execution in general can be a little slower in comparison to
the same program written in a low-level programming language, (3) need for NET
framework on the running machine.

Based on the specifics of FDTD algorithm, especially the fact that computa-
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tional domain is presented as a set of multi-dimensional arrays and low number
of reduce operations, usage of Parallel class with Parallel.For method is efficient
[11].

4. Performance metrics

To analyze parallel performance of the program, the speedup metrics are used.
The speedup is defined as the ratio of time that is taken by a sequential algorithm to
time that is taken by a parallelized version of the same algorithm. The speedup of
a program using multiple processors in parallel computing is also limited by mem-
ory performance, communication time between processors and the time needed for
the sequential fraction of the program.

Amdahl’s law serves as a way of determining whether an algorithm is a good
candidate for parallelization.

Amdahl’s law is an approximation of the maximum theoretical speed up that
parallelized program can achieve on a multiprocessor system. The speedup is mea-
sured the following way. An algorithm is assumed to consist of two components:
one that will operate in serial form and one that can be parallelized. Even if the
parallel component of the algorithm could speed up to take close to no time at all,
the program execution would still need to execute the finite serial component.

According to Amdahl’s law [12], the estimated speedup in an improved se-
quential program, where some part was speed up p times (through processing on
p cores) is limited by inequality:

PR —
1+ f(p-1)

where f is the fraction of time spent for executing serial part of a program
(part that cannot be parallelized) in total time spent for executing not improved
program.

As the number of processing cores used in the parallelization increases to be
much larger than one, the Amdahl formulation above indicates that the parallel
process achieves very little speedup. This is reflected by the near horizontal com-
ponent of the speedup curve shown in the theoretical processing time.

In practical terms, Amdahl’s metrics are also limited by the effects of comput-
ing hardware used to parallelize the algorithm. Amdahl’s law does not cover two
issues: it does not take into account the problem size and, as result, memory size;
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Figure 3: Activity diagram of parallelized FDTD algorithm

it ignores the cost of communication/synchronization operations associated to the
introduction of parallelism into an application.

5. Experimental results

The diagram of the parallel FDTD algorithm using TPL is shown on figure 3.
Three parallel loops presented in the algorithm calculate electric field values based
on the adjacent magnetic fields and vice versa. Each iteration performs at least one
electric and then one magnetic calculation as required by the FDTD domain, but
adjacent values remains the same within parallel loop.

The disadvantage of such computation is the time need to wait all task com-
pletion before proceed with the next parallel loop, that can be time consuming
especially if domain partitions do not execute for nearly the same time intervals
due to different numbers of medium points in each partition. Therefore, the main
advantage of this version of parallel algorithm is that there is no need to use syn-
chronization primitives and wait for access to field values [13].

The figure 4 shows estimated speedup, calculated using Amdahl’s law, with
serial fraction of f, and actual speedup of parallelized FDTD algorithm using Task
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Figure 4: Comparison of estimated and actual speedup of FDTD algorithm

Parallel Library. The problem size of the FDTD simulation include number of time
steps (100), the size of computational space (50*50*50 cells) and number of fre-
quencies of interest (100). The experiment was held on Intel® Core™ i5-4590
processor with four cores without HyperThreading.

The actual speedup corresponds to estimated at degree of parallelism equals 2.
The following speedup rates differ from the estimated and continue to increase up
to the maximum value of 3.67 for 32 number of tasks. The subsequent increment
of parallelism degree does not give a rise in speedup.

The difference between estimated and actual speedup can be explained by the
Amdahl’s law constraints, especially communication and wait operations, non-
uniform computation time within the 3D grid, the limit number of cores (4 cores
for the experiment), memory performance (e.g. reading and writing from shared
arrays, automatic garbage collecting) etc.
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6. Conclusions

The most suitable parallel model for FDTD method is data parallel model
based on a shared-memory system architecture. The .NET framework gives a pos-
sibility to execute algorithm in parallel and have maximum control in maintenance
and performance diagnostic of a program. The actual speedup of parallel FDTD
algorithm is limited to the number of processor cores, but corresponds to the esti-
mated speedup by Amdahl’s law in qualitative characteristics.
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