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Abstract. Nurse Scheduling Problem (NSP) consists of assigning shift-types (morning,
afternoon and night) to qualified personnel over a certain planning period. It is a
difficult and time-consuming task. In this paper we present a formulation of the hospital
Nurse Scheduling Problem just like Constraint Satisfaction Problem “CSP” based
constraint programming in order to find a solution, which minimizes the violation of
Nurses’ preferences. We would suggest a flexibility tool for helping to decide and for
making negotiation easier. Qur originality lies in the modelling of the problem, by
defining the global constraints and in the algorithm of resolution to solve it, by
proposing a new value ordering based heuristic for assignment of the decision variables
taking into account the set of Nurses preferences. Our heuristic is based on the structure
of the CSP and on the properties of constraints. It allows the reduction of the search

space for solution and returns a solution within few second.
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1. Introduction

Every hospital needs to repeatedly produce schedules for nursing staff.
Because of, a large number of hospital constraints hard and soft [1] and a large
number of possible Nurse assignments, Scheduling is one of the most difficult
and complicated problems encountered by every Health care organization [2].
The Nurse Scheduling Problem (NSP) has attracted much research attention
since the seventies. The main reason lies in that hospitals need to be staffed 24
hours a day over finite period P.

Two main approaches have been studied in the past: optimization problem
type approach and decision problem type approach. In situation where there are
a large number of constraints to be dealt with, the problem can be classified as a
decision-type problem. Many NSPs are over-constrained, so that to find
assignments to decision variable without violating any constraints is usually
impossible. Consequently, the problem specification has to provide for the
relative importance of constraints so that a solution to such a problem is allowed
to violate a few constraints according to a priority order of constraints. Based
upon the nurses’ preferences for the various shift patterns, a penalty cost is
associated to each assignment nurse-shift pattern. Naturally, NSP can be
modelled as a Constraint Satisfaction Problem (CSP). CSPs form a simple
formal frame to represent and solve certain problems in artificial intelligence
(AD. They involve assigning values to decision variables subject to hard and soft
constraints on which combinations are acceptable.

The problem of the existence of solutions to the CSP is NP-Complete.
Therefore, many works have been developed to simplify the CSP before or
during the search for solution. They are based more on the improved
backtracking with importance on only the consistency rather than this one with
the value ordering. It is well known that the efficiency of assigning values to
decision variables, can be greatly affected by the choices made during solution
searching.

For the purpose of this paper, we will study Nurse-Scheduling Problem
(NSP) using a CSP in order to find a solution, which minimizes the violation of
Nurses’ preferences and we would suggest a flexibility tool for helping to decide
and for making negotiation easier.

We present in section 2 a brief overview of background and in section 3 we
give some definitions and notations. In section 4 we propose the modelling and
one defines a tree based research algorithm including a new value ordering
heuristic with consistency for solution of NSP. Experimental results are then
reported in section 5 in order to value the efficiency of the algorithm. Finally, we
conclude and we give some future prospects to our work in section 6.
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2. Background

The organization of Nurses Scheduling is a hard problem, which aims to
distribute in time the resources respecting a certain number of constraints, such as
the law of work, regulation, workload, wishes or preferences of the staff. There
are two basic scheduling types that are used for solving the NSP: cyclic and non-
cyclic scheduling. In cyclic scheduling, each nurse works in a pattern, which is
repeated in consecutive scheduling period, whereas, in non-cyclic scheduling, a
new schedule is generated for each scheduling period. In our works, we focus on
the second type.

Many algorithms and heuristics have been developed to solve NSP [3]. They
are manifested in the different models. The optimization approach is usually
based on Mathematical Programming (MP) techniques, while the decision
approach usually employs heuristics and other artificial intelligence (Al) tools. In
general, optimization-using MP can be classified in three categories: single-
objective MP, multi-objective MP, and MP-based near-optimal approaches. For
combinatorial problems, exact optimization usually requires large computational
times to produce optimal solutions. In contrast, heuristic approaches can produce
satisfactory results in reasonably short times. In the recent years, meta-heuristics,
including taboo search, genetic algorithm have been proved to be very efficient in
obtaining near-optimal solutions for problem including the Nurse-Scheduling
problems [1], [4], [5].

Al techniques have been used to solve Nurse-Scheduling problems modelled
as a CSP based on Constraint programming [6], [7], [8], [9], [10]. Commonly it
employs algorithms of depth-first search in order to instantiate variables and to
make modifications and a backtracking mechanism when dead ends occur [11].
Generally, CSP-based algorithms of resolution for the various Scheduling
problems (specific or not to the hospital area) depend on variable/value ordering
heuristics. ABDENNADHER and SCHLENKER [8] [12] adopt a partial CSP
model for the problem. INTERDIP, which is their prototype system, supports
semi-automatic creation of duty rosters and imitates certain aspects of manual
planning to improve on the theoretical complexity of the problem, using a
constraint package based on CHIP. The package includes linear equation,
constraints over finite domains and Boolean constraints. MEYER AUF'M HOFE
[13] modelled the problem as a special class of partial CSP, well known
Hierarchical Constraint Satisfaction problem (HCSP), where legal regulation are
hard constraints and nurses’ preferences are usually lower level soft constraints.
MEYER AUF'M HOFE [14] reported a commercial system ORBIS which
models the problem as a HCSP with fuzzy constraints and inferred control
strategies. ORBIS uses a Branch and Bound (B&B) algorithm with constraint
propagation and variable/value ordering techniques to solve problems with on few
minutes. In the context of job-shop scheduling problems, N.SADEH AND
M.S.FOX [15] used a tree-like relaxation of the remaining problem. S. MINTON
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proposed a simple heuristic approach ‘Min-conflict’ [16]. It can be stated as:
choose a value, which has the minimum number of conflicts with the assigned
values for the other variables. DETCHER AND D. FROST introduced look a-
head value ordering "LVO"[17]. "LVO" counts the number of times each value of
the current variable conflicts is chosen first. Constraint solvers such as ILOG
Solver and ECLIPSE by default use a search strategy similar to the Maintaining
Arc Consistency algorithm [18]. WONG and CHUN use meta-level reasoning
and probability- based ordering "MRPO" to solve Nurse Rostering Problem.
Probability based ordering heuristic uses scoring functions based only on the
properties of the constraints [19].

3. Preliminary
In this section, we introduce some definitions and notations used here after.

3.1. Definition;

A Constraint Satisfaction Problem CSP is defined by (X, S, C) where:
X = (X, X, ... Xy) 1s a finite set of N-variables such that each variable x; has an
associated domain S;, i =1... N.
S =(Si, Sy, S5 ... Sy) is a finite set of N-domains. S; is the finite set of possible
values for x; i =1...N.
C=(Cy, G, G5 ... Cy) is a finite set of constraints such that each constraint C;
(j=1,2 ... m) has an associated relation T(C;) denoting the set of tuples allowed
for the variables X(C;) involved in the constraint. X(C;) is a finite subset of
variables (X4 ... Xy) € X, belonging to the constraint C;.

With C a constraint: |X (& )| denotes the arity of constraint C and X(C, i)

represent the i” position of decision variables in X(C). Moreover, we note by

#(v, t), composed of a tuple te T(C) and of a value v from the domain S, the
number of occurrences of the value v in the tuple t.

3.2. Definition,

Let (X, S, C) be a CSP problem. An instantiation of a subset YcX
constitutes a consistent instantiation if and only if all the constraints set C upon
the variables Y are satisfied.

3.3. Definition; [18]

Let (X, S, C) be a CSP problem, 1y is a shift-type (morning (k=1), afternoon
(k=2) or night (k=3)) assigned for x;€ X in one finite period P. Subsequence “7;
Tieymod ) --- Tj 1 called ‘stretch’ when Ti = T 1) mod p) = - .- =T BUt T i.1) mod () #
Ti and T 1) mod (p) # Tj- FOr each possible solution t of X(C), one calls size or span
of the ‘stretch’ block including 7y (with i < k <j) its length defined by :
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Span (T, t) = (1+ (j-i)) mod (P). This definition enables us to facilitate
assignment of identical or same values in S for each variable xe X.

4. Modelisation

The problem is that of creating schedules over a two weeks period P,
containing up to N Nurses at hospital while taking into account the set of
Nurses’ preferences. These schedules must respect the set of legal and
organisational constraints and have to satisfy the demand in terms of number of
nurses required for each day/night shift. Because of, a large number of hard and
soft hospital constraints, a large number of possible Nurse assignments and the
existing of Nurses’ preferences for the various shift-patterns, we model the NSP
in the form of a Constraint Satisfaction Problem (CSP). We define in the next,
the decision variables, nurses’ preferences domains, definition domains and
various constraints intervening for the generation of planning.

4.1. Decision Variables and Domains

For each nurse i (1<1 < N) working the day j (1< j < P), a decision variable x;;
is associated. Let X= {Xy;... Xip. Xa1, X22 ... Xop; ... XNI, Xn2 --- Xnp} be the set of
(N*P) decision variables, with N is the number of nurses and P is the finite period
of the work planning. To ensure the service, Nurses (x;) must be assigned by
shift-types over one finite period P. Let T = {7y, T,, T, T3} be the finite set of the 4
possible shift-type values, which can be assigned to the x;; decision variables. The
various shift-type values respectively correspond to morning, afternoon, rest and
night. Note that the shift-type “rest” stands for all types of leave: annual paid
holiday, maternity leave, sick leave, exceptional leave, etc.

T; then Nurse i is considered working on the morning shift
Vje1..P; Vie 1..N; | 1, then Nurse i is considered working on the afternoon shift
if x;; is assigned by: | 15 then Nurse i is considered working on the night shift

To then Nurse i takes a rest

Consequently the definition domain of each variable xij is restricted to T =
{z1, 72, 70, 3} and so over one finite work period P, the number of possible
assignments of N nurses is T = 4(P*N).

To avoid the absenteeism problem and to increase the productivity and the
quality of medical cares, it is necessary to satisfy as much as possible the nurse
wishes for assignment of shift-types. Consequently we introduced another
domain of values that can be considered as preferred shift-types by a nurse for
her assignment. Let Dxij < T be the finite set of possible values chosen by a
nurse i which represent her shift-type preferences for the day j of the period P
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For each nurse i and for each day j the domain Dxij 7 is supposed to be given
before working out the NSP. Finally, decision variables and domains are:

X= {Xll ... X1p; X215 X22 ... X2p; ... XN15 XN2 - -- XNP} is a finite set of (N*P) decision
variables, with N the number of nurses and P is the finite period of the work
planning. Each variable x; (1< j < P; 1< i < N) has an associated preference
domain Dy; < 7.

From now, one note by x any variable x; in X, and by D, any preference domains
Dyij (Vj,i 15j<P; 1<i< N). This domain Dy is set by nurse x and it corresponds to
its preferences for the future shift assignment

4.2. Constraints

There are two categories of constraints: hard constraints that must be always
satisfied and soft constraints that may be sometimes violated, but should be
satisfied as far as possible. We use the soft constraints because in practice it is
impossible to completely satisfy all constraints.

4.2.1. Global Constraints of management and organization (Soft
constraints)

4.2.1.1. Nurse workload per day

The first constraint is implicitly expressed by the fact that one nurse works
during a time period of 8 hours for one day shift and during 10 hours for one
night shift.

Ty | T, the time of workload is 8 hours long
If x =|t;5 the time of workload is 10 hours long
To the time of workload is 0 hours long

4.2.1.2. Nurse work duration per period

The duration constraint is set over period P. We consider a two weeks period
(P=14 days). It limits to 80 hours the nurse work in case of a day shift and to 70
hours in case of a night shift. The writing of these constraints depends on the
following cases:
4.2.1.2.1. Work night period

The night shift Constraint C is a Global Cardinality Constraint Night,
defined on a set of variables X(C) = {Xiq ... Xjw} < X by a set of tuple denoted
T(C). It constrains the number of times that a value t;e (Ds C7) is assigned to
each variable in X(C) over the period P to be in an interval | 0, 7].

Syntax: GCCN (P,t,Vxe X, D,c7,0,7)
T(C) = {t, t one tuple of X(C), 0< #(13,t) <7}.
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T(C) is the set of the tuples t (possible solutions); each one contains no more
than 7 times the T3 value.

For example: for one nurse x € X, the domain of definition is T = {7, T2, To, T3}
and the domain of preference is Dy= {1y, T3}. For one period P of 14 days, the set
of possible solutions T(C) that satisfied the above constraint are given in Tab.1

Mef"““ J1 1J2 [J3 [J4 |J5 [J6 [J7 |J8 [J9 [J10 |JI1 |J12 {J13 [J14

Tuple t1 To To To T3 T3 To T3 To T3 To To T3 T3 To

Tuple 2 T3 T3 To To T3 T3 T3 To To T3 To To T3 To

Tab.1 set of possible solutions

For tuple t1, X(C) = {Xis, Xis, Xi7, Xi9 Xi12, Xi13}
For tuple 2, X(C) = {Xi, X2, Xis, Xi6 Xi17, Xi10, Xi13}

4.2.1.2.2. Work morning period

The morning shift Constraint C is a Global Cardinality Constraint Morning,
defined on a set of variables X(C) = {Xjq ... Xiw} € X by a set of tuple denoted
T(C). It constrains the number of times that the morning shift corresponding to
value 1€ (D, C7) is assigned to variables x on one period P to be in an interval
10, 10]

Syntax: GCCM (P,t,Vxe X, D,c1,0,10)

T(C) = {t, t one tuple of X(C), 0< #(ty, t) < 10}.

T(C) is the set of the tuples t (possible solutions) each one contains no more than
10 times the T, value. In other words, the number of shift-type T; occurs in a
tuple t is more than 0 times and less or equal 10 times.

4.2.1.2.3. Work afternoon period

The afternoon shift Constraints C is a Global Cardinality Constraint
Afternoon, defined on a set of variables X(C) = {Xjq ... Xjw} € X by a set of tuple
denoted T(C). It constrains the number of times that the shift-type value T,
occurs in tuple t to be in the following interval] 0, 10].

Syntax: GCCA (P, 1, Vx eX, D,c 1,0, 10)
T(C) = {t, t a tuple of X(C), 0< #(1,, t) < 10}.

T(C) is the set of the tuples t; each one contains no more than 10 times the T,
value of the domain.

4.2.1.2.4. Work mixed Period
The Work mixed Period Constraints C is a Global Cardinality Constraint
Mixed, defined on a set of variables X(C) = {xjq ... Xjw} € X by a set of tuple
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denoted T(C) (i.e. a subset of the Cartesian product Dy;q * ... * Dy, such as
(1 £q<w<P)). It is specified in terms of a set of decision variables x, which
take their various values Ty -3 of ( DxCT) on period P. It constrains the number
of times that various shift-type Ty -3 assigned to variables in X(C), to be in an
interval ]0,8].

Syntax: GCCMx(P,1, VxeX, D, c 7,0, 8)

T(C) =t, t a tuple of X(C), V{Ty k=123} € Dy, 0 < #(Ty k=123, t) < 8}.

T(C) is the set of tuples t, each one contains at least the 8 times various value
Tk k=0.1.23 Of the domain Dy 7. For example: for one nurse x € X, the domain of
definition is T = {1, T2, To, T3}) and the domain of preference is Dy= {1y, To, T3}-
On one finite period P=14 days, the set of possible solutions T(C) that satisfied
the above constraint are given in Tab.2.

ot [J1 {32 [33 [34 {35 [36 )7 [38 19 [310 [y11 {312 [J13 [)14

Tuple t1 To [T1 [To T3 T3 To T3 T1 T1 To To T3 T To

Tuple t2 T [T To T1 T3 T T3 To To T3 To T1 T3 T3

Tab.2 set of possible solutions

For tuple t1, X(C) = {X;2, Xis» Xis, Xi7» Xis, Xi9 Xi12, Xi13}. In term of work time, the
sum of the hours carried out by the nurse x is 72 hours (see the first constraint).

4.2.1.3. Constraints of consecutive works

It is very significant to ensure stability in nurse planning, i.e. to be able to
specify a minimum (A,;,) and a maximum (A, number of identical
assignments in the shift sequence assigned to the nurse. The constraint “Stretch”
[20], [21], was recently proposed to limit the consecutive work assignment in
shift-type sequences and to improve the quality of the generated timetables.
Let A, and A, be the vectors of m > 0 length represented respectively the
minimal and maximal size of the ‘stretch’ block for each t; value. One then
poses the constraint with following semantic:

-V1, 01 <(P-1), tie (D 1),
-Vi, 0<1 <(P-1), Memin< span(Ti=Ty, t) < Adimax.
-V Tk(k=1.23€ Dx, AkminS Akmax.

4.2.1.3.1. Case of day’s-continuation

This constraint is set for each block of 9 days. Nurse cannot exceed 07 days
continuation of work and must be in rest at least for 2 days. Constraint day’s-
succession of works C is specified in terms of a set of decision variables x that
take their same 1k, k=1,2 values. It constrains the number of times that a given
shift-type tk assigned to variables x, to be in an interval JAmin, Amax].
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Syntax: Stretch(X, P, D, c T, T, Amin, Amax.)
T(C) = {t, t a tuple of X(C), VTk k-12€ Dxs Amin < span(Ty, t)< Amax} Such as
xmin=1; }\'max. =7; Dx= {11512} cT.

T(C) is the set of the tuples t (possible solutions) of X(C), each one contains
more than A, times and at least A, times the same T -1, values of the domain
D,c.

X(C) = {Xjq ... Xiw} € X such as i s fixed and (1< q < w < P);

4.2.1.3.2. Case of night-continuation

This constraint is set on each block of 07 days. Nurse cannot exceed 04
nights continuation of work and must be in rest at least for 02 days.
Constraint night-succession of works C is specified in terms of a set of
decision variables x that take on one finite period P the value t3. It constrains the
number of times that night shift assigned to variables x to be in an interval
JAmin, Amax] (see example in tab-3).

Me: Stretch (Xil, Xi2y X3y oo Xi(N*P)y P’ Dx LT, }"min, )"max. )
T(C) = {t, t a tuple of X(C), T3€ Dy, Anin< Span(Ts, t) < Apax} such as Ay, =1;
}\'max =4; D, = {T3} cT1= {Tl’ T2, To, T3}-

T(C) is the set of the tuples t (solutions) of X(C), each one contains more than
Amin times and at least A, times the T; value.
X(O) = {Xjq ... Xiw} € X such asiis fixed and (1< qS w < P),

e J1 (32133 [34 [35 [36 [J7 [38 [J9 [J10|311|J12]J13[J14
tuple tl T3 [T T [T [To [To |To [To [To |Ts [T |Ts [T |Ts
tuple 2 To [T % [T [T %6 %]t % [ |6 |%

Tab.3 set of possible solutions

T(C) = {t1, t2} such as:
For tuple t1, X(C) = {X11, X12, X13, X1 10, X1 11, X1 12, X1 14}
For tuple 2, X(C) = {X12, Xi5, X16, X17, X18, X112, X113}

4.2.1.4. Case of unauthorized continuation (Hard constraints)

It is inconceivable to work during the night shift on day j then the morning
or the afternoon next day on one finite period P. Constraints unauthorized
continuation of works C is a Global Constraint Not Authorized for succession of
shift-types. It is specified in terms of a decision variables x in X, which take on
one finite period P their succession various Ty k123 values of domain. It
constrains the nature of shift-type successions assigned to a variables x, Vxe X.
In other words:
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Vjel..P; Vie l.N, If x;; is assigned by the value T3 then the decision variables
Xig+1y does not assigned by the value T, or 7,.

Syntax: GCNA(P,VxeX, Dy c 1, T, S);
T(C) = {t, t a tuple of X(C), xe X, s:(Xij, T3)=b 8:(Xi(j+1)» T3) OF (XiGj+1)» To)}

T(C) is the set of the tuples t (solutions); each one contains a sequence s of Ty
values such as the nature continuation of shift-types s = (...%37;...) or (T37;...) are
unauthorized. X(C) = {Xiq... Xjw} T3 X such asiis fixed and (IS q<w <P).

4.2.2. Global Constraint Cardinalities (Hard constraints)

4.2.2.1. Constraint of nurse requirements

The Constraints min/max of nurse requirement C is Global Constraint
Cardinalities, which specify nurse requirements for each day j and for each shift
(morning, afternoon, night) of period P. It is specified in terms of a set of
decision variables X that take their values in a subset (union of domains)

(Yiex(c) Dy, €7),1<i< N . It constrains the number of times that a given

shift-type Tx value assigned to variables of X, to be in an integer interval
(L, ugl. The (Ui y ) Dy, ) corresponds to Cartesian product of preference

domains for a subset variables x;; of nurse requirement constraint C.

Syntax: GCC (VxeX, jeP, T, U, x ¢, Dx,. c7), L, ug);
T(C) = {t, t a tuple of X(C), Vk, ke U,_y Dx,. C7) , L < #(T t) S uy)

T(C) is the set of the tuples t (solutions), each one contains with more the
Ikj times and at least ukj times the tk value. In other words, the number of
occurs of any shift-type Tk in a tuple t of X(C) is more than 1kj times and less or
equal than ukj times. The values l; and uy respectively represent the minimal
and the maximal (min/max) number of nurse requirements for day j (1<j< P) in
morning shift, in afternoon shift or in night shift.

4.2.2.2. Cost constraints

Based upon the nurses’ preferences for the various shift patterns, the recent
history of shift-patterns worked, and the overall attractiveness of the shift-
pattern, a penalty “Cost” is associated to each assignment. The constraint is:

Syntax: COST-Function (jel...P, 1, Vx € X, Dy c 1, L, uyj, Cost, Mini)
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T(C) = {t, t tuple of X(C) and VK, TKE Dx: lkj< #("Ck, t) Sukj and VJG 1...P,
X (©)|

D" Cost(X(C,i).1[i]) < Mini }

i=1
“COST-Function” is a conjunction of Global Cardinality Constraint of Nurse
requirement and sum constraints of costs for the corresponding assignments. It is
defined on a set of variables X(C)={xj ...Xy} by a subset of the Cartesian
product Dy;; *... * Dy;, associated with an index performance "Cost", an integer
value "Mini" in which each e D, is associated with two positives integers l;
and uy;. “Cost” is a function that associates to each violate assignment an integer
number noted “Cost (xj;, T)” on X(C).

5. Proposed Algorithm

The main problem is how to select or choose good values T, from the
preference domain Dy in order to minimize the violation of the registered
preferences of nurses?

One defines two types of heuristic:

1-A decision variable ranking based heuristic for selecting the next variable x to
instantiate and its domain D, T is used to obtain trees with fewer branches.

2-A value ordering based heuristic for choosing a value T, among a finite set of
values of preference domains D,c 7T for the variable x (selected by the first
heuristic) is used to satisfy a constraint of needs for nurses and to reduce search
space by propagation.

DATA:
- P: period of 14days, N: number of nurses

- Decision variables to be assigned on one finite period P are:
X ={X11, X12 .-« X1p; X215 X22 ... X2p5 +.. XNI» XN2 - XNP}» /* Xij- represent the nurse i
in day j */.

-T={T1, T2, To, T3} = {(1), (2), (0), (3)} the definition domains of each x;; € X
such as (1), (2), {(0), (3) represent respectively the morning, afternoon, rest and
night shift, that can be used when there are violations of nurses’ preferences.

- Registration of Nurses by filling the form of identification and preferably of the
shift-type Ty k-0.3. This registration defines the nurses’ preferences or domain of
preference DT, V(x=x;)e X.
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Example: Suppose that we have the 3 Nurses’ registration in day j (1< j <P):
xp:={{1), (O} }; xg5:= {1), (2), 0)}; x35 ::= {{1), (2), 0), (3)}; Then the finite
set of preference domains D,; for each nurse in day j are : Dyj = {(1),(0)},

DZJ = {<1>’<2>s<0>}’ D3J = {<1>’<2>’<0>’ <3>}

We suppose that the dimensioning of manpower or Nurse Requirement
Constraints C, (r=1, 2, 3) on one finite period is known. That result in the nurses
needed into a minimum number l; and a maximum number u,; for each day j
each shift (morning, afternoon and night). C;i= [l5, u4l; r=1, 2, and 3 and for
j € 1... P. In other words, the min/max of shift —type Tk needed to be assigned
for nurses in morning shift, afternoon shift, and night shift for each day j of
period P.

Procedure
For (je 1..P, X = {xj, X3j ... Xnj}: N decision variables to be instantiated by the
values of D,c 1) do
Beginl
-. Let Code (Cy) =(1);
/* °Code’ is a simple variable, which represents the code of load
constraints C; (Morning r=1,
Afternoon r=2 and Night r=3; */
.. For (r=1...3) do
« [loj, ugj] = [N, NT - ([15, ug])
/% [loj, ug] is the load constraint of rest shift on each day j of
Period P*/
L ([loj, lloj] = [0, 0]) then
For (i€ 1..N) do D= Dy;; — {{0)};
**, Repeat
Begin2
1- A decision variable ranking based heuristic: MinEq1
- Let h €l... N, such as [Dy; = Min (| Dy | such as D,;#{0}, Viel...N
and x;e X)];
MinEq1: select the variable x; associated at Dy;; which corresponds to
the minimal not empty domain size or the minimal number of values
belonging to the recent domain of preference D T, because D, can be
reduced from one moment to another at time of search for solution. In
case of equality a lexical order are used.
- So, a Decision variable xj; that corresponds to the above Dy; is selected.

2- Value Ordering based Heuristic: MinEq2
Once the variable x; is selected by the previous heuristic, we have to
choose the more appropriate value T for its assignment. Which value T
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to choose is a complex factor of our problem? For that, we propose a
value ordering based heuristic as follow:

MinEq2: The choice of T, value from the domain Dy; for the decision
variable xy; selected by heuristic MinEql corresponds to minimum non-
null recent values of load constraints C; relating to Dy. The C;
identification is such as (r) € Dy. MinEq2 = min ([l;, u,; ] #0, ¥(r) €
Dy;); In case of equality, a lexical order is again used.

- If (Dyjexists) /* Dy, is the domain selected by MinEql */ then
Begin3
. A(tve (D 1)) such as Ty corresponds to CODE (MinEq2);
/*Example If MinEq2=Cj; then CODE (C;) = (3) /*
A1) T
. Xy ¢ Ty; /*creation of the tree node (Fig-1) /*
label_19:.While (Constraints Stretch, GCNA, GCCMx, GCCN, GCCA &
GCCM) are not satisfied
Begin
If (Dy;— {tc}) # {¢}) then
- El(Tk’E Dhj); Xpj €< T Tk & Ty /* Dhj : domain of
preference */
Else /* we violate the constraint of nurses’ preferences */
- V(1 #k), A(te1); Tk < T; /* T: domain of definition */
Xpj €= Ti; /*creation of a node in search tree (Fig-1) /*
End
. If (1o = (1) or (2)) then
o If (Xp.1) = (3)) then x; <— (3) or xy; ¢ (0); (with j=1)
. G =0GCy -1, /* C, corresponds to the global constraint of
cardinality GCC *#/
. If G, is satisfied then
For x;eX, do D,; = Dy; —{(r)}; /* that explains the underlined
value in (Fig-1) */
. X=X-{xyj}i N=N-1;
End3
- Else
Begind

/* In this case it is necessary to use a procedure of backtracking in the search
tree (Fig-1) [11] to change the value of the variable susceptible to be the cause of
blockage /*
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Let h’ such as x;,; was instantiated before x,; by Ty value, that considered a
value of blockage. We memorize it for not to use in case of another blockage
and we use Mineq2 heuristic to select another value.

. If (h’#h) exists & (Dpj-{Tv}) # {0} then
Begin
/%1’ is given such as x;; was instantiated before xy; */
.. Memo < T,
..Jdh” / te (Dyic 1)
o Xpj € Tys
.. Actualize Variables X, Dy, C;, N;
ke h";
“hel
End
. Else
Begin
.. We must violate the nurse’ preference and one uses definition
domains 7 instead of Dy; and we choose a value Ty € 7 that corresponds to nurse
requirement constraint C,; not satisfied
o Dhj — T,
o T Ty
oo Xpj € T,
End
- Go to line labeled by label_19
End4
End2
* Until (X #{0})
Endl1.
The phenomenon of backtrack arises when the preference domain Dx;c T of
a variable becomes empty, that is to say for x;e X, Dx; = {¢}. At this time
backtrack is carried out on the search tree until reaching the susceptible variable
to be the cause of blocking. We memorize it to prevent of taking it again in
another blocking and we choose another value for this variable. If we cannot
then we violate the preference of nurse and we take a value of definition domain
T which corresponds to the load constraint not satisfied.

Note that if load constraint C,; is satisfied, the value chosen TeDx; for
variable x;€X must to be removed from all other domains of the decision
variables not instantiated (Dx;; = Dxj; — {7}, Vie 1..N and x;€ X). This avoids
the exploration of the sterile branches in the tree (Figl) at the time of choice of
values Tye Dx;;.
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Consequently our heuristics reduce considerably the search space in the tree.
This reduction is done by the procedures of local consistency.

LOCAL CONSISTENCY (Filtering)

The filtering for each constraint defined in the previous paragraph is based
on the dynamic decision variables ordering and value based ordering of
preference domains.

We try to reduce each load constraints C; to be zero. It is possible for severe
reasons of needs, that the dimensioning of manpower for the rest load constraints
(Cyj) 1s null at the beginning of the procedure. In this case, a filtering procedure
eliminates the T, value from the all domains D, of decision variables xje X.

Begin
T= {Tl, T2, To, T3}; Dxij; T, VXijE X, iel...N andje 1..P.
If ((loj =0& Uy; =O) then
For each Xji€ X and ToE Dxij, Dxij = Dxij - {To};
End

If the dimensioning of manpower of a load constraint has a non-null lower
limit I; and upper limit u,;, one uses then a counter ‘Copt’ for each one, which
consists in checking satisfaction and which is useful for actualization of
parameters X, Dy; and load constraints Cy; if a conflict problem appears.

One increases the counter Copt [k] of load constraint C; and one decrease
the C,; value for each decision-making on the tk value choices. If Cy; value is
null then one reduces the domains D,;; of each variable x;€ X not instantiated
(that explains the underlined value in the search tree (Fig-1). If not, one
decreases it and so on until so that it becomes null.

1- Input [l uyj] or Gy and initialized Copt [k]
2- For (x;; not assigned) do

/* (If all variables x;; are assigned one stops)/*

3- Call heuristic of decision variables ordering ‘Mineq1’
4- Call heuristic of value based ordering heuristic ‘Mineq2’
5- Let k such as tye Dy, Copt [k] = Copt [k] +1;
*If (x5, T) then  /* 3(te Dx;) such as x;; is assigned by this value*/
Begin
ij= ij-l
If ij=0 then
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Foriel...Ndo Dxij = Dxij - {Tk};
Else go to step2
End
*Else
Begin
*/Dy = {0} : all T, values of the selected domain are filtered and thus
one blocking arises. */

- Call backtrack heuristic [11] that returns a likely value to be the cause
of blocking.
- Update of the counter ‘Copt’ and actualize the parameters X, D,; and
each Cy
End
6- Go to step 2.

Filtering for the constraint “Stretch”

The filtering of this constraint is strongly necessary. It is inconceivable, to
program nursing in night shift followed by the morning or afternoon shift, as it is
significant, to specify the minimal number and the maximal number of
assignment of the same activity to the continuation.

VjE lP, Viel...N and Xji€ X, T ={Tl, T2, To, T3}

Let s the variable, which specifies the case days continuation (s=7) and the case
nights continuation (s=4);

Letk/ TE (Dxijg’f); Xijj €Tk
For ii=j+1, (j+2) mod (P) do
Begin
Xji¢—Tk
If (Tk= Tk’) then
Begin
Span (ii, j) = 1+(ii-j) mod (P)
If (Span (ii, j) < s) then
{- Repeat the same assignment. }
Else
{Let kk/ e (DCT); Xii ¢ Tiad (Tac® )3 )
End
End.
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For more clarification and other algorithms for the filtering of ‘Stretch’
constraints, please see [18], [19]

6. Experimental methods and results

Suppose that, we have: N=8 nurses; X = {X;1, X12, ... X1p; X21, X22, X23, ... Xgp,
.. Xg1, Xg2, Xg3, ... Xgp) the set of 112 decision variables to be assigned on one
finite period P=14 days long.

The size of search space or the possible number for assignments is T = 4''%. The
definition domains T = {7y, Ta, To, T3} = {{1), (2), (0), (3)} and the registration of
the 8 Nurses that we considered as preference domains D C T, Vxe X (1<i<8;
1<j<14) are the following:

Dxij Nursel Nurse2 Nurse3 Nnurse4 NurseS Nurse6 Nurse7 Nurse8

Day 1| ({2 | ({100} | (DO | ({1 (2 | {DA0) | {(20), | {€0), (3)} | {(2).(0)}
0),(3)} 3} 0} ©F

Day 2| ({2 | (DAL | {200 | {DL2L | {0} | {2 | {20} | (1), (D),
0,3 |0} 3 0),(3)} )} )}

Day 3 | ({2 | {DL2C | {200 | (KDL | KDLO} | (K1), 2 | {20} | {2
0,3 |0} 3% 0).(3)} OF 0)}

Day 4 | {{1),(0)} | (K100 | {2 | {0y, (B} | {I2XO0 | {030 | {{DL2( | {200}
3} 0), (3)} )} 0), (3)}

Tab.4 nurses’ preferences

The nurses’ requirements constraints C; are: C;; (morning), C,; (afternoon) and
C;; (night) respectively given for each day j in tab.5.

One notices that: Cy; = (N - (Cy+ Cy + C3))) the nurse requirement constraint in
rest.

Solution:

For day-j=1 and day-j=2 one uses the same nurses’ requirement constraints
C,, r=1, 2, 3 and one varies the preference domains Dy;j.
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For day-j=2 and day-j=3 one preserves the same preference domains D,; and one
varies nurses’ requirement constraints C; r=1, 2, 3.

For day j=3 and day-j=4 one varies both.

Req.Const. J, J, I3 J, Js Jo ¥, Jg T T
c. R e e g
G, 2 2 3 1 2

Cs 2 2 1 3 3

Tab.5 nurses’ requirements
The assignments are given as follow:

Dayj=1

Xij | Xoj | X3 | X4 | Xs5i | Xej | X7 | Xsj (nurse 8 is assigned to afternoon-
shift on day j=1)

W M IS DD [B) [

Dayj=2
Xij | Xoj | X3 | X4 | Xs5j | Xej | X7j (nurse 7 is assigned to night-shift | X
on day j=2)

2) 12 [3) [ D) [ [ [(3) (D
Dayj=3

Xij | Xy | X3 X4j Xsi (nurse 5 is in rest on day | Xg; X7j X

=3

G D@ 2 0 B 10y |2
Etc...

This solution is given by the search tree (Fig. 1). Underlined values are to be
eliminated by filtering from the search space and the barred values correspond to
preference violations.

For example, we explain in the following how the nurses assignment of the
day ]=1 iS made. We have X = {X“, X21, X31, X41, X51, Xg1» X71, Xgl}. Each Xi1
(Nurses) has an associated preference domain Dy, (1)< P; 1S1<N).
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At the beginning of the algorithm, load constraint of rest is set to null, then
we eliminate the value Ty=0 from all the preference domains D,,Vx (=x;)e X.
Day-j
Nurses

j=1 =2 j=3 j=4 etc.

X1y 0

ATR A TN
AN T
/\ "

A

/\\ /_ NN
AN N N
AN

(Fig-1 search tree of solution)

X

w
=

(e

z

X4y

One applies the decision variables ordering heuristic to choose the next
decision variable xij to be assigned. It corresponds to the domains Dx that has
the minimal sizes not empty: (MinEql( Dx , VxeX (Dx#{¢}))). We have
Dx11 =3, Dx21 =1, Dx31 =2, Dx41 =2, Dx51 =1, Dx61 =2, Dx71 =I,
Dx81 =1 Then MinEql(Dx # {0}, Vxe X) corresponds to decision variables
x21.

Secondary, apply value ordering heuristic to the previous selected variable
Xo1. This heuristic is based on minimum or equal non-null of recent nurses’
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requirements (load) constraints values: MinEq2 (C,;#0, Vre Dy,)). In our case, it
corresponds to C;; (morning load constraint). So the value to be assigned for
x1€X, is T= (1) (‘creation of node’). In other words, the nurse ‘x,,” will be
affected the morning-shift on day j=1. We decrease the load constraints C;;
selected and its satisfaction is checked. If it is, we eliminate or filtering from all
Dy, Vxe X the 5= (1) value assigned to decision variables selected x,;, The same
procedure is repeated until the finite set of decision variables X becomes empty.
We notice that on day j=2, they are a violation of preference domain for nurse
X7, because he is worked on night shift yesterday (i.e. on day j=j-1).

Another remarks: during the execution of the algorithm, the case of empty
preference domain (D = {¢}) can be encountered. At this time one used the
backtracking algorithm [11] in the search tree for solution to detect the value that
caused blocking and to test another, else one is vis-a-vis the case of equality
sizes of preference domains (D,, x€ X) and thus one can exploit the choice in
such way to avoid the impact. In the worst case, we violate the preference of
nurses D, and we make use the values {1,} of definition domains.

In the following, we compare our algorithm with "LVO" and "MRPO". All
the test cases have the same sequence constraints but different or equal load
constraints taking into account the set of Nurses’ preferences. Tab.6 shows
execution time in seconds of different test cases. Our programs were
implemented in visual C# 2005 and tested on a Pentium IV based PC.

Time (sec) Casel | Case2 | Case3 | Cased
LVO 0.940 |10.921 | 1.215 | 1.00
MRPO 0.441 |10.45 |0.491 |0.45
Mineql+Mineq?2 | 0.235 | 0.298 | 0.245 | 0.238

Tab.6 Comparison of different approaches

In the other hand, one notice that our value ordering heuristic “MinEq2” reduces
considerably the size of search space given by (see Tab.7):

N
T=H(Dxij),13jsp.
i=1

Size T Case 1 |Case 2 |Case 3 |Case 4
Size T before 1728 |5184 |5148 |2304
Size T after 2 16 64 4

Tab.7 Comparison of search space size
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7. Conclusion

In this paper, we have presented the modelling of Nurse Scheduling Problem
in the form of CSP and seen how the usual constraints found can be modelled
using the global constraints of Cardinalities and Sequence. A new value ordering
heuristic for instantiation of the decision variables when searching for the
solution is also defined.

On each day j of work period P (two week) and for each Nurse xj;, (1<1i <N;
1< j £ P) the generated schedule should satisfy Nurse requirement (load)
constraints for shift-types (Morning, Afternoon, Rest, Night) and sequence
constraints taking into account the set of Nurses preferences Dy. Our test
involves N = 8 Nurses on one finite period P=14 days with three work shifts 1),
T, T3 and a rest shift T, The total number of Nurse Requirement (load)
constraints and sequence constraints examined is respectively: P*z=56 and
N*z=32. Based upon the Nurses’ preferences for the shift-patterns our algorithm
generates an important number of shift-pattern. It corresponds to (M! * z!) such
as M represents the number of equal of preference domain in day j and z the
number of shift type. The choice of one shift-pattern corresponds to the objective
function.

Experiments show that our algorithm with its new value ordering based
heuristic reduces considerably the size of search space during the search for
solution and outperforms other common constraint programming technique such
as Look-ahead Value Ordering for CSP "LVO" and Meta-level Reasoning and
Probability-based Ordering "MRPO" algorithms.

In the forthcoming months, we plan to introduce other kinds of constraints
like skill of nurse and we want to test our approach on a set of larger
benchmarks.
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