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Abstract. The paper presents an approach based on using barcodes with
three color gradations (white, gray, and black) instead of traditional black
and white barcodes. Such three-color barcodes can be produced and read by
using the same equipment as usual black and white barcodes, but due to the
third color they have a higher information density.

It is shown in the paper that in order to ensure high reliability and ac-
curacy of barcoded information reading, it is necessary to encode the data
with a Reed-Solomon correction code which is capable of correcting multi-
ple errors.

The method of data encoding and decoding in the Galois field GF(3m),
where m is the degree of an irreducible polynomial, is proposed. The noise
immunity of the black-gray-white barcode capable of multiple errors correc-
tion based on Reed-Solomon code is analyzed and discussed as well.
Keywords: barcoding, multicolored barcodes, Galois fields, noise immunity,
error correction.
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1. Introduction

Modern management systems used in production, transportation, trade, ser-
vice, and other areas require accurate and relevant information about the status
of accounting and tracking objects. This requirement has led to the rapid devel-
opment of automatic identification technologies, which allow to input data into a
computer system by automatic reading from the object. Automatic identification
ensures that the computer system receives real-time data and provides fast and ac-
curate information input. Barcode technology has become especially widespread
among various types of automatic identification.

Barcoding is a method of representing information by using simple graphical
shapes: circle, square, rectangle, bar, polygon (hexagon, octagon), etc. [1]. Bar-
coding provides an optical way of data reading, including remote reading. In a
barcode, information is provided by combinations of colored elements. The main
advantages of data barcoding are its relative simplicity and low cost of producing
barcode labels.

The analysis of existing barcodes shows that most of the barcoding methods
allow to represent only small amounts of information (up to 3Kb) and, thus, a
barcode is mainly used as a key to access more information stored in the computer
system. Besides, most of existing barcodes have a low information density due to
using only two colors (usually, black and white), which does not allow to store
desirable amounts of information on an object surface.

In modern systems of automatic identification, the following demands to the
barcode are made: 1) miniaturization of a barcode (a limited area is allocated for a
barcode image on an object surface); 2) significant increase in the barcode capacity
without changing its geometric dimensions; 3) providing a barcode with database
features (the barcode should contain complete information about the object and not
just be a key to access information); 4) barcode processing should be performed
with high reliability.

Thus, there is an important scientific and technical problem of developing new
methods for reliable storing large amounts of information presented as a barcode
that can be located on a limited area on the carrier, as well as ensuring high relia-
bility of the barcoded data reading.

In this paper we consider black-gray-white matrix barcodes (BGW-Code) as an
alternative to classic black and white barcodes. The approach proposed in the paper
allows to increase information density of barcodes without changing geometric
sizes of a barcode label. It requires low-cost ordinary equipment for the production
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of barcodes, namely, a printer and a scanner. To achieve the high accuracy of data
reading, we propose the three-color barcoding method based on error-correction
codes.

The rest of this paper is organized as follows. In Section 2, the related work is
presented. The approach to the control of distortions in barcodes is given in Section
3. The encoding method based on error correction codes is presented in Section
4. In Section 5, the algorithm of error-correction data decoding is defined. The
experimental part of the research is highlighted in Section 6. The obtained results
are discussed in Section 7. Finally, Section 8 concludes the paper and presents
future research work.

2. Related work

In recent years, several interesting researches on multicolor barcoding as well
as on error correction in barcodes have been presented.

[2] presents CodeCube, a multi-layer color barcode developed for mobile so-
ciety applications. The authors adopt eight colors to implement a three-layer infor-
mation capacity barcode through exploiting the digital color image red (R), green
(G), and blue (B) channels. Due to this approach, CodeCube is used to transmit
three independent data together. It adapts the barcode version size to deal with the
problem caused by different lengths of the three independent data.

The authors of [3] describe a method of high capacity color barcodes gen-
eration, which operates by embedding independent data in two different printer
colorant channels through halftone-dot orientation modulation.

In [4] a new approach to color barcode decoding is presented. The main idea
is that it does not require a reference color palette. According to the algorithm
described in the paper, groups of color bars are decoded at once, taking proper ac-
count of the fact that joint color changes can be represented by a low-dimensional
space.

The authors of the patent [5] propose the way of storing data decoded from a
barcode as character-based data in an auxiliary field of an image file.

High Capacity Colored QR codes are presented as an alternative to standard
QR codes in [6]. It is proposed to create a new 2D code aimed at increasing the
space available for data along with preserving similar robustness and error correc-
tion. HCC2D approach tends to a larger data density at the price of a small compu-
tational overhead, which makes it more preferable in comparison with Microsoft’s
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High Capacity Color Barcode (HCCB) [7] and standard QR codes.
In patent [8] the authors suggest both a system and the method for encod-

ing and decoding data in a color barcode pattern using dot orientation and color
separability. They claim that the proposed method is proof against interseparation
misregistration with a small symbol error rate.

[9] presents JAB Code, a high-capacity 2D color bar code, which can encode
more data than traditional black/white (QR) codes. It is a color two-dimensional
matrix symbology whose basic symbols are made of colorful square modules ar-
ranged in either square or rectangle grids. The authors claim that JAB Code is able
to encode from small to large amounts of data.

In [10], a prototype for generating and reading the HCC2D code format on
both PC and mobile phones is presented. The authors provide the experimental
results obtained with different operating scenarios and data densities and compare
them with 2-dimensional barcodes.

A method of generating and decoding a two-dimensional color barcode is pro-
posed by the authors of patent [11]. It includes a plurality of color data blocks,
which encodes data, and a black and white configuration block, which encodes
configuration information about the barcode.

The authors of [12] present an approach for localization and segmentation of
a 2D color barcode when it is read using computer vision techniques. A progres-
sive strategy of achieving high accuracy in diverse scenarios and computational
efficiency.

In [13] the authors propose a security mechanism improvement method by
applying the error correction with random segmentation (ECRS) technique. The
proposed method has two advantages when compared with the traditional Reed-
Solomon error correction coding algorithm. Due to the paper, the ECRS performs
random segmentation using multiple redundant codes to protect data. At the same
time, it protects the code from being falsified by using encryption keys.

A new 2D barcode encoding and decoding method is presented in [14]. In the
proposed method, the authors divide the 2D code data area into several blocks and
do not use for encoding the blocks where many of the bits in the block have high
probabilities of bit errors. The decoder determines the skipped blocks from the
image itself.

The analysis of these and other similar researches allows us to conclude that
the development of new multicolor barcodes has a potential for further increasing
of data representation density, however, these barcodes need to be armed with the
error-correcting feature. There are several approaches aimed at providing noise im-
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munity for barcodes, however, new multicolor barcodes are not mostly supported
with reliable mechanisms for proper noiseless encoding. Thus, it is an important
subject to study.

3. Control of distortions in barcodes

3.1. Structural organization of a barcode symbol

Barcode symbol (BC symbol, barcode) contains barcode patterns. Barcode pat-
tern (BC pattern) is a minimal structural component of a barcode symbol, which
consists of s elements (cells). BC patterns are located on a carrier in the form of a
rectangle matrix.

An example of a barcode is shown in Figure 1. Figure 2 shows elements ar-
rangement in a BC pattern according to digit capacity s.

Figure 1: An example of BGW-Code symbol

The use of three-color gradations allows the maximum capacity Vmax of the
barcode to be up to 3s barcode patterns. Table 1 shows the dependence between
the maximum capacity of a barcode (a barcode symbol, BC symbol) and the digit
capacity s of a barcode pattern.

The barcode pattern consisted of s elements corresponds to s-digit ternary vec-
tor.
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Figure 2: Bits arrangement in a barcode pattern according to digit capacity s

Table 1: Dependence between the maximum capacity of a barcode symbol and the
digit capacity s of a barcode pattern

s 3s Maximum capacity of a bar-
code symbol, Vmax barcode
patterns

4 34 81
5 35 243
6 36 729
7 37 2187
8 38 6561
9 39 19683

3.2. Choosing an error correction code to control the data

An essential part of any barcode exploitation is ensuring its noise immunity
and therefore, increasing the reliability of information stored as a barcode. This
feature is highly important in any field, where barcodes are being used, in order to
prevent data loss, both partly and fully, and consequently, to ensure that barcode
performs its functions.

To assure barcode noise immunity, error-correcting codes [15, 16] can be used.
Such codes are capable to correct errors in encoded data.

There is a number of reasons why barcode distortion occurs. First of all, it
can happen at the stage of producing a barcode: (1) defects of barcode carrier,
surface imperfections, low quality of barcode material, wrong choice of material,
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etc.; (2) low quality of used inks, peculiarity of ink cohesion with a carrier such
as spreading or coagulation of ink, non-contrast image, etc.; (3) low quality and
defects of printing due to failure of a printing device. Secondly, during storing and
transporting a barcode symbol, its mechanical damage or deformations can occur
causing errors. Other reasons are the dirtying of either a whole barcode symbol or
its part and discoloration due to carrier and ink aging.

To ensure reliable reproduction of barcode data, it is necessary to encode the
alphanumeric sequence with error-correcting codes which allow to correct distor-
tions of two types: errors and erasures. An error means converting one barcode
pattern into another one due to barcode graphical elements damage. An erasure
means the case when a decoder is unable to correlate a barcode pattern to be de-
coded with any existing pattern because it does not exist in a barcode symbolism.

Among error-correcting codes [15] there is a number of codes able to fix
multiple errors, for example, Bose-Chaudhuri-Hocquenghem code, Reed-Solomon
code, Justesen code, Goppa code, etc. In this research, we use the Reed-Solomon
code. The choice of this code can be justified due to several important factors.

First of all, most error-correcting codes are binary, while Reed-Solomon code
is a multiple-valued code that operates with not bits but symbols belonged to a
multiple-valued alphabet.

In BGW-Code such multiple-valued symbols are vectors that belong to an al-
phabet {0, 1, 2, ..., 3s − 1} and, in turn, they correspond to the barcode patterns. It
allows us to correct the whole vector (i.e. barcode pattern) instead of correcting its
separate parts (i.e. tricolor elements).

It is also important that Reed-Solomon codes have minimal redundancy. Fi-
nally, a procedure of encoding/decoding when using the Reed-Solomon code has
smaller computational complexity in comparison with other error-correcting codes.
These features make Reed-Solomon codes the most relevant to the stated problem.

Reed-Solomon code ensures fixing distortions of two types: errors and era-
sures. In order to strengthen the error-correcting effect, it is desirable to disperse
adjacent barcode patterns throughout a barcode symbol while producing a barcode
image.

If minimum code distance is equal to d∗, then any configuration of δ erasures
can be recovered if d∗ ≥ δ + 1 . On the other hand, an error-correcting code with
minimum code distance d∗ allows to correct any configuration of γ errors and δ
erasures assuming that

d∗ ≥ 2γ + 1 + δ. (1)
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Let us consider the Reed-Solomon code with minimum code distance d∗ =

n−k+1, where n is an overall length of a codeword and k is a number of information
symbols in a codeword.

Denoting n − k by r, where r is a number of check symbols in codewords, we
obtain

r ≥ 2γ + δ. (2)

Consequently, if we need to correct, for instance, γ = 3 errors and δ = 4 era-
sures, codewords of the Reed-Solomon code must contain at least r = 10 vectors
of distortion correction (check symbols), as 2γ + δ = 2 · 3 + 4 = 10.

Let one of Λ+1 levels of distortion correction (0, 1, 2, ...,Λ) be used depending
on the quality of a barcode image carrier, quality of printing, etc. If it is a zero-level
distortion correction, a BC symbol does not contain distortion correction vectors
and all BC patterns are information ones.

Let us assume that level Λ of distortion correction guarantees fixing any dis-
tortion configuration which satisfies inequation

2γ + δ ≤ 2Λ − 1. (3)

However, other options for defining a ratio between Λ and quantities γ and δ
are also possible. For example, 2γ+ δ ≤ 2Λ+1 − 2, 2γ+ δ ≤ 2Λ+1, γ+ δ ≤ 2Λ+1 etc.

The correction level is being chosen depending on the capacity of a BC symbol
(a greater number of BC patterns must correspond to a higher level of correction)
and the environment where a barcode image scanning occurs.

Higher levels of distortion correction are useful if it is likely that a barcode
image is considerably damaged. Lower levels of distortion correction are useful if
we know in advance that BC symbol damage is unlikely.

In practice, the maximum level of distortion correction can be defined from the
ratio 2Λ− 1 = 2

3 k. The number of control vectors in codewords, in this case, totals
two thirds of a number of information vectors k. However, if it is necessary, the
number of control vectors can be increased.

4. Noiseless data encoding

Let us consider a BC pattern as a minimum information unit. In this case, the
symbolism Ω of the BGW-Code, which is a set of all possible BC patterns, consists
of PΩ = 3s BC patterns. The informational and auxiliary BC patterns, i.e. vectors,
belong to Galois field GF(PΩ).
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The generator polynomial of the Reed-Solomon code is as follows:

g(x) = (x − α)(x − α2)...(x − αr) (4)

where α is a primitive element of the field GF(PΩ) and r is a number of vectors of
distortion correction in codewords.

The primitive element α is a number, the powers of which (from 0 to n − 1)
with respect to the base of irreducible polynomial yield all nonzero elements of
the field. If PΩ = 729, then α = 3.

Let us extent GF(36) over the field GF(3). To obtain elements of the field
GF(36), we must use an irreducible polynomial of the power s = 6, which co-
efficients are elements of the field GF(3) [17]. For instance, m(x) = x6 + x + 2.
Altogether, there are 60 irreducible polynomials of the power six and any of them
can be chosen to obtain the field GF(36).

The elements of the extension GF(36) over the field GF(3) can be presented in
a form of: (1) nonnegative and negative power α, (2) polynomial of α, (3) ternary
number, and (4) decimal number (see Table 2).

Table 2: Different forms of presentation of elements of the field
GF(36) modulo the irreducible polynomial m(x) = x6 + x + 2

Power α Negative Polynomial of α Ternary Decimal
power α number number

0 0 0 000000 0
α0 α−728 1 000001 1
α1 α−727 α 000010 3
α2 α−726 α2 000100 9
α3 α−725 α3 001000 27
... ... ... ... ...
α5 α−723 α5 100000 243
... ... ... ... ...
α7 α−721 2α2 + α 000210 21
α8 α−720 2α3 + α2 002100 63
... ... ... ... ...
α11 α−717 α5 + α + 2 100012 248
α12 α−716 α2 + α + 1 000111 13

Continued on the next page
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Table 2: Continued from the previous page
Power α Negative Polynomial of α Ternary Decimal

power α number number
... ... ... ... ...
α15 α−713 α5 + α4 + α3 111000 351
... ... ... ... ...
α22 α−706 α4 + α2 + 2α 010120 96
... ... ... ... ...
α34 α−698 2α5 + 2α4 + 2α3 + α2 + α + 1 222111 715
... ... ... ... ...
α44 α−684 α5 + α4 + 2α2 + α + 2 110212 347
... ... ... ... ...
α370 α−358 α + 2 000012 5
α371 α−357 α2 + 2α 000120 15
... ... ... ... ...
α377 α−351 2α3 + 2α2 + 2α 002220 78
... ... ... ... ...
α585 α−143 2α5 + 2α4 + 2α2 + 2α 220220 672
... ... ... ... ...
α726 α−2 α5 + α4 + 1 110001 325
α727 α−1 α5 + 1 100001 244

Various forms of the element presentation can be used for different purposes.
The polynomial form is useful for adding the field elements, for example, 243+

347 = α5 +α44 = α5 + (α5 +α4 +2α2 +α+2) = 2α5 +α4 +2α2 +α+2 = 2102123 =

α589 = 590 (coefficients are adding up by digits modulo 3). The nonnegative power
form can be efficiently used for the operation of multiplication, for instance, 13 ·
96 = α12 · α22 = α34 = 409. To fulfil the operation of division, it is reasonable
to present both a dividend and a divisor in the form of a nonnegative power, after
which the divisor should be transformed to the negative power form, for example,
248 ÷ 27 = α11 ÷ α3 = α11 · α−3 = α8 = 63.

If the correction level Λ = 2 is chosen, then according to (2) and (3) we obtain
r = 3. According to (4), a generator polynomial g(x) is obtained as follows:

g(x) = (x − α)(x − α2)(x − α3) = (x + 2α)(x + 2α2)(x + 2α3) = x3 + (2α3 + 2α2 +

2α)x2 + (α5 +α4 +α3)x +α+ 2 = x3 +α377x2 +α15x +α370 = x3 + 78x2 + 351x + 5.
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Note that the identities −1 ≡ 2 and −2 ≡ 1 are true in the field GF(3).
Consequently, when r = 3, the generator polynomial g(x) in the field GF(36)

is equal to:
g(x) = x3 + 78x2 + 351x + 5. (5)

In the general case, after opening the brackets (4) the generator polynomial is
of the form g(x) =

∑r
j=0 g jx j, gr = 1.

The informational vector A = (ak, ak−1, ..., a1, a0), ai ∈ {0, 1, 2, ..., 3s − 1} can
be considered as an equivalent to the informational polynomial:

a(x) =

k−1∑
i=0

aixi. (6)

For example, an input sequence consisted of six vectors 403 470 262 436 720
302 corresponds to a polynomial a(x) = 403x5+470x4+262x3+436x2+720x+302.

The data encoding with Reed-Solomon code consists in multiplying the in-
formational polynomial a(x) by the generator polynomial g(x) and obtaining the
codeword C = (cn−1, cn−2, ..., c1, c0), which corresponds to a code polynomial:

c(x) =

n−1∑
i=0

cixi. (7)

The coefficients ci of the codeword C correspond to BC patters to be placed on
a carrier.

If r = 3 that corresponds to the generator polynomial (5), then a code polyno-
mial is as follows:

c(x) = a(x)g(x) = (403x5 + 470x4 + 262x3 + 436x2 + 720x + 302)(x3 + 78x2 +

351x + 5) = 403x8 + 697x7 + 179x6 + 396x5 + 597x4 + 445x3 + 526x2 + 506x + 686.

It means that the input sequence of codewords 403 470 262 436 720 302 corre-
sponds with a code sequence 403 697 179 396 597 445 526 506 686, where either
concurrent correction of one error and one erasure, or correction of three erasures
is provided.

Thus, to encode a sequence of informational vectors it is necessary to:

• define a level Λ of the distortion correction,

• define a number r of check vectors using (2) and (3),
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• obtain a code polynomial c(x) = a(x)g(x) = cn−1xn−1 + ... + c1x + c0 where
n = k + r,

• assign each vector of codeword cn−1cn−2...c1c0 to a BC pattern and locate
BC patterns in a shape of a rectangle matrix, i.e. produce a BC symbol.

5. Errors and erasures correction in the decoding process

While scanning, a barcode image processing of BC patterns occurs sequen-
tially. At the moment of decoding, a decoder knows an overall number n of BC
patterns in the BC symbol as well as a number r of control BC patterns.

If it is impossible to identify a current BC pattern with any of BC patterns of
a barcode symbolism, this BC pattern is considered as erased. The location of the
erased BC pattern (we will name it a locator) is known, because an order number
of the BC pattern in the BC symbol is known. However, a value of the distorted
pattern is unknown. Our task is to restore it. To do this, any predefined value should
be assigned to the erased BC pattern; we assign zero value to the erased symbols.

The decoder task is to correct distortions of two types: (1) erasures for which
locators are known and distortion values are unknown, and (2) errors for which
neither locators nor distortion values are known.

Let us consider two different locator polynomials: a polynomial of erasure
locators

λ(x) =

δ∏
l=1

(1 − Xil x) (8)

where Xil is erasure locators and δ is a number of erasures, and a polynomial of
error locators

σ(x) =

γ∏
j=1

(1 − Xp j x) (9)

where Xp j is error locators and γ is a number of errors.
The procedure of BC symbol decoding is the following.

Step 1. We store the numbers i1, i2, ..., iδ of the digit places of a scanned word
which contain erasures. Next, we need to check a ratio between δ and r. If δ >
r, a number of erasures exceeds correcting ability of error-correcting code and
decoding process should be stopped due to inoperative distortions. If δ ≤ r, then
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erasure locators Xi1 = αi1 , Xi2 = αi2 , ..., Xiδ = αiδ must be found. The digit places
where the erasure is identified are assigned to zero.

Step 2. We find a polynomial (8) of erasure locators λ(x) from the given values
Xil , l = 1, 2, ..., δ.

Step 3. We identify a maximum number χ of errors that decoder can correct after
identifying δ erasures:

χ =](r − δ)/2[. (10)

The actual number γ of errors must satisfy the condition 0 ≤ γ ≤ χ.

Step 4. We calculate components S 1, S 2, ..., S r of distortion syndrome:

S w = c′(αw),w = 1, 2, ..., r (11)

where c′(x) =
∑n−1

i=0 c′i xi and c′i is digit places of the scanned word. If all compo-
nents of the syndrome are equal to zero, then there is no distortion in the scanned
word.

Step 5. We construct a syndrome polynomial by using given components S 1, S 2,

..., S r of the syndrome:

S (x) = 1 +

r∑
w=1

S wxw. (12)

Next, we search for a modified syndrome polynomial of distortions V(x) from
the ratio S (x)λ(x) ≡ V(x) mod xr+1 that is:

(1 +

r∑
w=1

S wxw)λ(x) = 1 +

r∑
w=1

Vwxw mod xr+1 (13)

where V(x) = 1 +
∑r

w=1 Vwxw and V1,V2, ...,Vr are components of the modified
distortion syndrome. The polynomial of erasure locators λ(x) derives from the ratio
(8).

Step 6. We find an error syndrome. To do this, we separate a subsequence V j,

V j+1, ...,Vr from the sequence V1,V2, ...,Vr, where j = r − 2χ + 1, represent it as
D1,D2, ...,D2χ where Dε = Vr−2χ+ε and ε = 1, 2, ..., 2χ.

Then D1,D2, ...,D2χ are components of the error syndrome.
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Step 7. We find a polynomial of error locators from (9). The coefficients σ j of a
polynomial σ(x) = 1 +

∑γ
j=1 σ jx j can be calculated based on the components Dε

of an error syndrome.
Since a number of erasures δ is known, we consider that a number γ of errors

is equal to χ, i.e. γ = χ.
We compose a matrix equation:∥∥∥∥∥∥∥∥∥∥∥

D1 D2 · · · Dγ

D2 D3 · · · Dγ+1
· · · · · · · · · · · ·

Dγ Dγ+1 · · · D2γ−1

∥∥∥∥∥∥∥∥∥∥∥ ×
∥∥∥∥∥∥∥∥∥∥∥
σγ
σγ−1
· · ·

σ1

∥∥∥∥∥∥∥∥∥∥∥ = −

∥∥∥∥∥∥∥∥∥∥∥
Dγ+1
Dγ+2
· · ·

D2γ

∥∥∥∥∥∥∥∥∥∥∥ . (14)

Next, we find a determinant of matrix M:

M =

∥∥∥∥∥∥∥∥∥
D1 · · · Dγ

· · · · · · · · ·

Dγ · · · D2γ−1

∥∥∥∥∥∥∥∥∥.

If det M , 0, it means that the chosen γ is correct.
Then we can solve the matrix equation (14):∥∥∥∥∥∥∥∥∥

σγ
· · ·

σ1

∥∥∥∥∥∥∥∥∥ = M−1

∥∥∥∥∥∥∥∥∥
−Dγ+1
· · ·

−D2γ

∥∥∥∥∥∥∥∥∥ . (15)

If det M = 0, the value γ must be decreased by one and the procedure must
be repeated. The reduction of γ should be performed until we get a determinant of
matrix M other than zero. After that M−1 is found and coefficients σ j are calcu-
lated.

Step 8. We solve an equation σ(x) = 0 in the field GF(PΩ) and find roots
x1, x2, ..., xγ. Then the error locators Xp1 , Xp2 , ..., Xpγ are equal to Xp1 = x−1

1 , Xp2 =

x−1
2 , ..., Xpγ = x−1

γ .

Step 9. We find a polynomial of distortions Q(x) of power r from a ratio V(x)σ(x)
≡ Q(x) mod xr+1 or (1 +

∑r
w=1 Vwxw)σ(x) ≡ Q(x) mod xr+1.

Step 10. We compose a joint set X of distortion locators which consists of the
error locators and the erasure locators: X = {X1, X2, ...Xδ+γ}.
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Step 11. We calculate values Ebeta of distortions (both errors and erasures):

Eβ =
Q(X−1

β )∏δ+γ
β=1, j=1, β, j(1 − X−1

β X j)
. (16)

Step 12. We correct distortions. For each pair 〈Xβ, Eβ〉, where β = 1, 2, ..., δ + γ,
Xβ must be rewrited as Xβ = α f and f must be found. In the digit place f of the
scanned word the correction must be conducted: c f = (c′f − Eγ) mod ms(x).

If Xβ are erasure locators, then Eβ are values of the difference between the
chosen values of erased symbols with locators Xβ and the true symbols. If Xβ are
error locators, then Eβ are values of the difference between the scanned symbols
with locators Xβ and the true symbols.

The result of this procedure is the initial encoded data recovered from the dam-
aged BC symbol.

6. Experiments

Let us use the developed method for the following example. Let the scanned
word be equal to 403 0 179 100 597 445 526 506 686. Then we represent it as
follows:

Xi : α8 α7 α6 α5 α4 α3 α2 α1 α0

c′ : 403 0 179 100 597 445 526 506 686

It corresponds to the polynomial:

c′(x) = 403x8 + 179x6 + 100x5 + 597x4 + 445x3 + 526x2 + 506x + 686.

Let us assume that there is an erasure in the digit place 7, where a decoder has
replaced zero (shown as bold), and there is an error in the digit place 5 (shown as
underlined).

The decoding process consists of the following stages:
1. We store the numbers i1, i2, ..., iδ of digit places, which contain erasures, as

well as the number δ of erasures. In the given example, i1 = 7 and δ = 1.
We check whether δ ≤ r, i.e. we define if the error-correcting code is able to

correct this number of erasures. Since r = 3, the correction is possible.
2. We find erasure locators by using the known values of digit place numbers

where erasures occurred: Xi1 = α7 = 21.



32 Black-Gray-White Barcode Based on Error Correction Data Encoding

Next, we can find a polynomial of erasure locators using (8): λ(x) = 1− 21x =

1 − α7x = 1 − (2α2 + α)x = 1 + (α2 + 2α)x = 1 + 15x = 1 + α371x.
3. We calculate the maximum number χ of errors a decoder can correct after

the detection of δ erasures from (10):

χ = ](r − δ)/2[ = ](3 − 1)/2[ = 1.

Thus, it is possible to correct one error.
4. We calculate the components S 1, S 2, ..., S r of distortion syndrome by using

(11). We consider r = 3:

S 1 = c′(α1) = 403α8 + 179α6 + 100α5 + 597α4 + 445α3 + 526α2 + 506α + 686 =

α342 · α8 + α303 · α6 + α158 · α5 + α47 · α4 + α672 · α3 + α339 · α2 + α346 · α + α439 =

α350 + α309 + α163 + α51 + α675 + α341 + α347 + α439 = α489 = 291.

Table 3 shows digit-by-digit addition of the coefficients modulo 3.

Table 3: Digit-by-digit addition of the coefficients modulo 3

α350 0 0 2 0 1 2
α309 1 2 2 2 0 2
α163 1 2 1 1 2 0
α51 1 1 1 0 1 0
α675 1 1 0 2 1 1
α341 1 1 1 2 2 0
α347 0 0 2 0 0 2
α439 2 2 1 1 0 2

α489 = 291 1 0 1 2 1 0

S 2 = c′(α2) = 403α16 + 179α12 + 100α10 + 597α8 + 526α4 + 506α2 + 686 = α342 ·

α16+α303 ·α12+α158 ·α10+α47 ·α8+α672 ·α6+α339 ·α4+α346 ·α2+α439 = α565 = 94

S 3 = c′(α3) =

403α24 + 179α18 + 100α15 + 597α12 + 445α9 + 526α6 + 506α3 + 686 = α247 = 86

5. We compose a syndrome polynomial from (12):

S (x) = 1 + 291x + 94x2 + 86x3 or S (x) = 1 + α489x + α565x2 + α247x3.
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We calculate modified syndrome distortion polynomial V(x) from (13):

V(x) = S (x)λ(x) mod xr+1 = (1 + α489x + α565x2 + α247x3) · (1 + 15x) mod x4 =

1 + α446x + α59x2 + α64x3 = 1 + 270x + 477x2 + 657x3.

6. Now we can find an error syndrome. We extract a subsequence V j,V j+1, ...,Vr

where j = r−2χ+1 = 3−2+1 = 2, and represent it as D1,D2, ...,D2χ, i.e. compo-
nents of the error syndrome. Since Dε = Vr−2χ+ε, ε = 1, 2, ..., 2χ and in our case,
χ = 1, ε ∈ {1; 2} we get the following components:

D1 = V3−2·1+1 = V2 = 477 = α59, D2 = V3−2·1+2 = V3 = 654 = α64.

7. We calculate a polynomial σ(x) of the error locators. The coefficients σ j of
the polynomial are calculated based on the components Dε of the error syndrome
by using the matrix method.

Since the initial value is γ = χ = 1, a matrix M consists of the only element:

M = ‖D1‖ = ‖α59‖ = ‖477‖.

As det M = 477 , 0, the scanned word contains one error.
We can form a matrix equality (15):

‖σ1‖ = M−1 × ‖ − D2γ‖.

Now we can find M−1:

M−1 = ‖477‖−1 = ‖α59‖−1 = ‖α−59‖ = ‖α669‖ = ‖205‖.

The matrix equation becomes the following:

‖σ1‖ = ‖α669‖ × ‖ − α64‖ = ‖α669+64−728‖ = ‖ − α5‖ = ‖2α5‖ = ‖α364‖ × ‖α5‖ =

‖α369‖ = ‖484‖.

Thus, the polynomial of the error locators is:

σ(x) = 1 + α369x.

8. We solve the equation σ(x) = 0 in the field GF(36):

1 + α369x = 0

wherefrom x = −1
α369 = 2

α369 = α364

α369 = α−5.
Then an error locator is equal to XP = x−1 = α−5, which means that the error

occurred in the digit place 5.
9. We find a polynomial Q(x) of power r of distortion values:
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Q(x) = V(x)σ(x) mod x4 = (1 + α446x + α59x2 + α64x3) · (1 + α369x) mod x4 =

1 + α3x + α563x2.

10. We form a joint set X of distortion locators that contains the erasure locators
and the error locators: X = {α5, α7}, X1 = α5, X2 = α7.

11. We calculate values Eβ of distortions, both erasures and errors, by using
(16):

E1 =
Q(X−1

1 )

1 − X−1
1 X2

, E2 =
Q(X−1

2 )

1 − X−1
2 X1

,

E1 =
1 + α3 · α−5 + α563 · α−10

1 − α−5 · α7 =
1 + α−2 + α553

1 − α2 =
1 + α726 + α553

1 + 2α2 =

1 + α726 + α553

1 + α364 · α2 =
α49

α243 = α−194 = α534,

E2 =
1 + α3 · α−7 + α563 · α−14

1 − α−7 · α5 =
α9

α605 = α−596 = α132.

12. Now we can correct distortions as follows:

c1 = c′1 − E1 = 100 − α534 = α158 + 2α534 = α158 + α364 · α534 = α158 + α170 =

010201 + 102002 = 112200 = α118 = 396,

c2 = c′2 − E2 = 0 − α132 = 2α132 = α496 = 697.

After the correction (the error has been corrected in the digit place 5 and the
erasure has been corrected in the digit place 7) the word becomes 403 697 179 396
597 445 526 506 686.

To obtain the informational word from this word, the polynomial c(x) = 403x8+

697x7 + 179x6 + 396x5 + 597x4 + 445x3 + 526x2 + 506x + 686 which corresponds
to the corrected word should be divided by the generator polynomial (5). After
fulfilling this operation, we obtain the informational word 403 470 262 436 720
302 which does not contain any distortions.

7. Results and discussion

In the general case, encoding the input sequence of alphanumeric data with a
error-correcting code is optional. However, the practice of using barcoding data
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shows that the barcode data should be noise-immune, i.e. the sequence of infor-
mational vectors should be encoded with a error-correcting code and only then be
place on a carrier as a BC symbol.

Let us analyze capability of the error-correcting (n, k)-code which can correct
distortions of two types, erasures and errors, and ensure noise immunity of a BC
symbol if either a part or a whole barcode image is damaged.

From (2) and (3), we obtain:

r = 2Λ − 1. (17)

On the other hand, 2γ + δ ≤ r.
Thus, a permissible number of damaged BC patterns which allows to process

a BC symbol for a given Λ and, therefore, a known r, lies within the range from
(r+1)/2 to r. The former means that we can correct (r−1)/2 errors and one erasure,
while the latter means that we can correct only one erasure.

To calculate this number, we use the arithmetic mean of these values. Then
averaged number Fc of damaged BC patterns in a BC symbol for a given r is equal
to:

Fc = ]((r + 1)/2 + r)/2[ = ](3r + 1)/4[.

For example, the permissible number of damaged BC patterns for which the
correct processing a BC symbol is yet possible for a given r = 7 lies within the
range 4-7 and, thus, the averaged permissible number of damaged BC patters is
equal to 5.

If erasures are unlikely, it means that the permissible number of damaged BC
patterns in a BC symbol for a given r is equal to Fa = (r − 1)/2, where Fa is a
lower asymptotic value, i.e. a lower bound.

The permissible area of a BC symbol damage for which the barcode can be
processed correctly is defined by the formula:

S c(k, r) =
Fc

k + r
=

](3r + 1)/4[
k + r

, (18)

which gives an averaged value and the formula:

S a(k, r) =
Fa

k + r
=

](r − 1)/2[
k + r

, (19)

which defines an asymptotic value, i.e. lower bound.



36 Black-Gray-White Barcode Based on Error Correction Data Encoding

The ratio of r, a number of check vectors, to k, a number of informational
vectors, i.e. the informational capacity of a BC symbol, is the redundancy R = r/k.
Let us define S c and S a as functions of R. The formulas of S c and S a for large
enough k and r can be represented as follows:

S c(R) ≈
]3r/4[
k + r

=
3
4
·

R
1 + R

,

S a(R) =
r

2(k + r)
=

1
2
·

R
1 + R

.

The functions S c(R) and S a(R) show how the permissible area of a BC symbol
area, for which the correct recognition of a barcode is still possible, depends on
the redundancy R and a number of check vectors r (see Fig. 3).

For example, if a number of check vectors is the same as a number of infor-
mational vectors, i.e. k = r, which means the doubling of a BC symbol, then the
permissible area of a barcode image damaging is in the range from 25% to 37%,
where 25% is the lower asymptotic value (only errors occur when damaged) and
37% is the averaged value (apart from errors, erasures also can occur).

Figure 3: Dependence of the permissible area S of a BC symbol damaging on a
redundancy coefficient R
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If we define the maximum level of distortion correction from the ratio 2Λ−1 =

(2/3)k (i.e. when a number r of check vectors is equal to two thirds of a number k
of informational vectors and r = 0.67k), then the permissible area of a BC symbol
damaging is of the range from 20% to 30%.

Thus, taking into account conditions where barcode object identification will
be used, noise immunity of BC symbols can be ensured by choosing an appropriate
number of check vectors when a barcode image is being created.

8. Conclusions

For reliable storing data as a three-color barcode label created by using BGW-
Code technology, an error-correction code must be applied during data encoding
in order to correct multiple distortions of multi-valued characters. The authors pro-
pose to use the Reed-Solomon code for this purpose.

The proposed method for correction of possible distortions in black-gray-white
barcode labels provides a high level of noise immunity and reliability of data input
into the computer system, which in turn expands the scope of information barcod-
ing by using the proposed BGW-Code.

Further work may focus on improving noise-immune barcoding methods, as
well as investigating the error-correction capability of multicolored (more than
three-color) barcodes.
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