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Abstract. In this paper, we examine whether a quantum computer can ef-
ficiently simulate resonant interaction between a pair of two-level quantum
systems. We present an algorithm for simulating time evolution of such a
system, implemented on standard two-input gates. We study the influence of
accuracy of gates and decoherence on the quality of results.
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1. Introduction

In the near future, quantum calculations can make a major contribution to the
development of informatics [1]. Although practical implementations of quantum
computer have not been built yet, its existence seems to be possible. Therefore, it
is worth examining the properties of such machines.

Today we know Shor [2] and Grower [3] algorithms which are faster than
their best classical counterparts. Another promising application of quantum com-
puter are quantum simulations, i.e. the computer modeling of behavior of physical
quantum systems.

This work is a continuation of our earlier discussion. In papers [4, 5], we inves-
tigated the simulations of Schrödinger particle scattered on a rectangular potential.
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In papers [6, 7], we investigated the case of Pauli and Dirac particle respectively.
In this paper, we present an algorithm for simulating a pair of two-level quantum
systems, which interact with each other. The Hamiltonian of interaction is cho-
sen, such that it enables an exchange of energy between subsystems and leads to
resonance.

In the literature, the problem of resonance in the context of quantum calcu-
lations often arises. However, in contrast to our considerations, the possibility of
using NMR resonance to the quantum computation is tested (e.g. [8]). The prob-
lem of physical implementation of a quantum register is excluded from the present
discussion. We are primarily interested in issues of quantum algorithmics.

The possibility of using a quantum register to simulate quantum systems has
already been discussed in the literature ([9, 10]). The possibility of using parallel
computation methods for the simulation of a quantum computer was shown in [11].

2. Quantum resonance - brief reminder

Let us consider a complex quantum system AB which is composed of two parts
A and B. Both A and B are quantum systems with two base states. The system A
is described by free Hamiltonian ĤA which has two stationary states |0〉A and |1〉A
with energies (eigenvalues) EA0 and EA1, respectively. Analogously we assume
that the system B is described by free Hamiltonian ĤB with eigenstates |0〉B and
|1〉B and energies equal to EB0 and EB1, respectively. These states are shown in
Fig. 1.

The free Hamiltonian of system AB (i.e. describing the lack of interaction
between subsystems A and B) takes the form:

Ĥ0 = EA0ââ† + EA1â†â + EB0b̂b̂† + EB1b̂†b̂, (1)

where â, â†, b̂ and b̂† are operators decreasing and increasing the energy defined
as follows:

â|1〉A = |0〉A, â|0〉A = 0, â†|0〉A = |1〉A, â†|1〉A = 0,

b̂|1〉B = |0〉B, b̂|0〉B = 0, b̂†|0〉B = |1〉B, b̂†|1〉B = 0.

As the Hamiltonian of interaction, we choose an operator in the form:

Ĥint = gâ†b̂ + g∗âb̂† (2)
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Figure 1: Energy levels of systems A and B in the case of absence of interaction

where g is a coupling constant. The Hamiltonian (2) causes transitions between
states in the form: |0, 1〉 ↔ |1, 0〉 and provides the ability to exchange energy
between subsystems A and B.

Total Hamiltonian of the system AB has the form:

Ĥ = Ĥ0 + Ĥint. (3)

3. The algorithm simulating time evolution of the system

The main purpose of this study is to introduce and examine an algorithm for
simulating the interaction between two subsystems described by the Hamiltonian
(3). We implement the algorithm in a two-qubit register. Stationary states of sys-
tems A and B correspond to base states (|0〉 and |1〉) of qubits.
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Figure 2: The scheme of the algorithm
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The scheme of the algorithm is shown in Fig. 2. Gates UφAi, UφBi and σx (NOT
gate) implement the simulation of free evolution of subsystems A and B. The last
three gates in Fig. 2 simulate the interaction described by the Hamiltonian (2).
Gates UφAi and UφBi operate according to the scheme:

|0〉 → |0〉, |1〉 → e−iφ|1〉, (4)

where: φAi = EAi~
−1dt, φBi = EBi~

−1dt and dt is time step. Implementation
of the controlled gate Rφi is shown in Fig. 3. It works correctly only for g =

|g| exp(±iπ/2).

A

B

Rφ/4 Rφ/4R-φ/2

Figure 3: The implementation of controlled Rφi gate

One-input gates Rφ from Fig. 3 operate as follows:

|0〉 → cos φ |0〉 + sin φ |1〉, (5)

|1〉 → cos φ |1〉 − sin φ |0〉, (6)

where φ = |g|dt/~.

4. The simulation results

4.1. Ideal simulation

In this part of the paper we examine implementation of the algorithm with
use ideal quantum gates. As an initial state of the simulated system we choose
state in the form: |ψ〉 = |0〉A|1〉B. Parameters of the system we choose as follows:
EA0 = 1.6·10−19J, EA1 = 3.2·10−19J, EB0 = 1.6·10−19J, EB2 = var, |g| = 3.2·10−20J
and arg g = π/2. Time step of the simulation is dt = 2 · 10−17s.

The results of simulation are shown in Fig. 4. The comparative results, pre-
sented in Fig. 4 in the form of solid lines, have been obtained from Eqs (25) and
(26) (see the Appendix).
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Figure 4: Probabilities of finding A and B systems in excited state (|1〉A and |1〉B,
respectively) as functions of number of time sample. Successive plots are made
for energy E2 equal to 3.0 · 10−19J, 3.2 · 10−19J (resonance), 3.6 · 10−19J and 4.0 ·
10−19J, respectively. The dotted lines shows the results of the simulation. Solids
lines represent comparative theoretical results. Plots for system A are shown as the
yellow solid line and the line denoted by “x”. Plots for system B are shown as the
blue solid line and the line denoted by “+”.

4.2. Simulation with the use of imperfect gates

In this case, we examine the algorithm implemented with the use of imperfect
Rφ and Uφ gates. We assume that in each step of the simulation a phase error
appears and phase φ has a uniform distribution in (φex−0.5 · φM, φex +0.5 · φM)
range, where φex is an exact value of φ and φM is an error rate.

We perform the simulation for the same initial state and for the same param-
eters of the system as in the previous case (from section 3.1). We choose energy
E2 = 3.0 · 10−19J (it is first case from Fig. 4). We change only time step dt to
10−17s. The results of simulation are shown in Fig. 5. Solid lines represent theoret-
ical results obtained from Eqs (25) and (26).
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Figure 5: The simulation of the first case (from Fig. 4) for dt = 10−17s with
the use of imperfect Rφ and Uφ gates. Successive plots are made for φM =

0.1, 0.05, 0.02, 0.01, 0.005, 0.002, respectively.

4.3. Simulation with decoherence

In this case, we assume that each qubit of the register interacts independently
with the environment. Therefore, matrix elements of the state operator of the qubit
qi evolve according to the scheme:

|0〉〈0| → |0〉〈0|, |0〉〈1| → (1−d)|0〉〈1|,

|1〉〈1| → |1〉〈1|, |1〉〈0| → (1−d)|1〉〈0|.
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The results of simulation for different values of parameter d are shown in Fig. 6.
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Figure 6: The simulation of the case E2 = 2.8·10−19J for dt = 10−17s with decoher-
ence. Succesive plots are made for d = 0.002, 0.001, 0.0005, 0.0002, respectively.

5. Conclusions

• The algorithm presented in this work simulates a simple process between
two qubits. However, it can become a part of simulation of more complex
process.

• The results of the ideal simulation (section 3.1) overlap with the results of
theoretical analysis.

• In the case of simulation using imperfect gates (section 3.2), we obtain sat-
isfactory results for φM approximately equal to 0.01.

• In the case of the simulation with decoherence (section 3.3), we obtain sat-
isfactory results for d = 2 ·10−4 per each time step. In future research we are
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going to investigate whether these results may be improved using quantum
error correction methods.

6. Appendix

Our main task is solving the Schrödinger equation for the system AB. For
this purpose, the Hamiltonian (3) diagonalization procedure is applied. First, we
introduce auxiliary notation:

∆A = EA1 − EA0, (7)

∆B = EB1 − EB0, (8)

E0 = EA0 + EB0. (9)

Next, we calculate eigenvalues of the Hamiltonian (3):

λ1 = E0, λ2 =
1
2

(∆A + ∆B −
√

∆) + E0, (10)

λ3 =
1
2

(∆A + ∆B +
√

∆) + E0, λ4 = E0 + ∆A + ∆B, (11)

where ∆ = (∆B − ∆A)2 + 4|g|2.
Eigenvectors of the Hamiltonian (3) are given by:

|w1〉 = |0, 0〉, (12)

|w2〉 = C−1
m

[(
∆B − ∆A −

√
∆
)
|0, 1〉 + 2g|1, 0〉

]
, (13)

|w3〉 = C−1
p

[(
∆B − ∆A +

√
∆
)
|0, 1〉 + 2g|1, 0〉

]
, (14)

|w4〉 = |1, 1〉, (15)

where

Cm =

√
4|g|2 +

(
∆B − ∆A −

√
∆
)2

=

√
2
√

∆
(√

∆ − ∆B + ∆A
)
, (16)

Cp =

√
4|g|2 +

(
∆B − ∆A +

√
∆
)2

=

√
2
√

∆
(√

∆ + ∆B − ∆A
)
. (17)

The diagonalizing matrix has the following form:

Udiag =


1 0 0 0
0 C−1

m (∆B−∆A−
√

∆) C−1
p (∆B−∆A+

√
∆) 0

0 2 C−1
m g 2 C−1

p g 0
0 0 0 1

 (18)



M. Ostrowski 71

We obtain the time evolution operator in the form:

U(t) = exp(−iHt/~) = Udiag exp(−iHdiagt/~)U†diag =

=


exp(−iE0t/~) 0 0 0

0 u22 u23 0
0 u32 u33 0
0 0 0 exp(−i(E0+∆A+∆B)t/~)

 (19)

where

u22 = exp
(
−

it
2~

(∆A+∆B+2E0)
)(

cos
( t
√

∆

2~

)
− i

∆B − ∆A
√

∆
sin

( t
√

∆

2~

))
, (20)

u23 = −
2ig
√

∆
exp

(
−

it
2~

(∆A+∆B+2E0)
)

sin
( t
√

∆

2~

)
, (21)

u32 = −
2ig∗
√

∆
exp

(
−

it
2~

(∆A+∆B+2E0)
)

sin
( t
√

∆

2~

)
, (22)

u33 = exp
(
−

it
2~

(∆A+∆B+2E0)
)(

cos
( t
√

∆

2~

)
+ i

∆B − ∆A
√

∆
sin

( t
√

∆

2~

))
. (23)

If we choose the initial state of the system as |ψ(0)〉 = |0, 1〉, the time evolution of
the system takes the following form:

|ψ(t)〉 = u22(t)|0, 1〉 + u23(t)|1, 0〉. (24)

The probability of finding system AB in the state |0, 1〉 as a function of time t can
be written as follows:

p0(t) = |〈0, 1|ψ(t)〉|2 = |u22|
2 = 1 −

4|g|2

∆
sin2

( √∆t
2~

)
. (25)

The probability of finding system AB in the state |1, 0〉 is equal to:

p1(t) = |〈1, 0|ψ(t)〉|2 = |u23|
2 =

4|g|2

∆
sin2

( √∆t
2~

)
. (26)

In the resonance (when ∆A = ∆B) we have:

p0(t) = cos2
( √∆t

2~

)
, (27)

p1(t) = sin2
( √∆t

2~

)
. (28)
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The condition for the proximity of the resonance can be written as follows: 4|g|2∆−1 →

1 or (∆B − ∆A)2 << 4|g|2.
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